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Abstract
The rapid development of Community Question Answering (CQA) satisfies users’ quest for
professional and personal knowledge about anything. In CQA, one central issue is to find
users with expertise and willingness to answer the given questions. Expert finding in CQA
often exhibits very different challenges compared to traditional methods. The new features of
CQA (such as huge volume, sparse data and crowdsourcing) violate fundamental assumptions
of traditional recommendation systems. This paper focuses on reviewing and categorizing
the current progress on expert finding in CQA. We classify the recent solutions into four
different categories:matrix factorization basedmodels (MF-basedmodels), gradient boosting
tree based models (GBT-based models), deep learning based models (DL-based models) and
ranking based models (R-based models). We find that MF-based models outperform other
categories of models in the crowdsourcing situation. Moreover, we use innovative diagrams
to clarify several important concepts of ensemble learning, and find that ensemble models
with several specific single models can further boost the performance. Further, we compare
the performance of different models on different types of matching tasks, including text vs.
text, graph vs. text, audio vs. text and video vs. text. The results will help the model selection
of expert finding in practice. Finally, we explore some potential future issues in expert finding
research in CQA.

Keywords Expert finding · Matrix factorization · Deep learning · Ensemble learning

1 Introduction

With the increasing demand of knowledge sharing services, CommunityQuestionAnswering
(CQA) websites, such as Quora, Toutiao and Zhihu, have already obtained the popularization
use in reality. It is common to post questions and answers on CQA websites, where users’
quest for professional and personal knowledge in various domains can be satisfied. The central
task of CQA is to find appropriate users with willingness and relevant expertise to provide
high-quality answers for given questions. This problem has been extensively studied in the
past decade. Related researches include expert finding for community-based questions (Riahi
et al. 2012; Zhao et al. 2016), expertise modeling (Han et al. 2016), and even a survey of
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basic solutions (Balog et al. 2012). Though this problem has been studied before (Liu et al.
2005), the willingness of experts has been often ignored. This problem becomes more and
more seriously – more than half of the questions on Quora only have one or even do not have
any answers.1

Expert finding in CQA has generated huge impact to society. It provides a platform to
connect questions with experts who can contribute quality answers. Questions about anything
can be solved by crowdsourcing in CQA. For example, CQA can help to find amathematician
for a chef with a math problem. At the same time, cooking tips from the chef will be returned
to the mathematician if necessary. However, it is often hard for CQA to establish such high-
quality expert finding. How to match the questions with interested users’ expertise? Can we
predict who are the most likely to answer the given questions and what is the probability?
Confronting these challenges, the focuses of expert finding in CQA have changed in practice.

Traditional expert finding problem focused on expert finding (Riahi et al. 2012) and
expertise ranking (Zhao et al. 2016). The experts would be found for the given question
based on text matching. In recent years, the core value of the problem is not finding expert,
but solving problems by crowdsourcing.Moreover, expert finding in CQA often exhibits very
different challenges compared to traditional methods. The characteristics of expert finding
in CQA are summarised as follows.

First, crowdsourcing. The complex and intellective problems in CQA require considerable
effort and quality contribution. Crowdsourcing considers the users’ desire to solve a problem
and then freely shares the answer with everyone. In CQA, the answer of the given question
would be obtained by crowdsourcing from a large, relatively open and often rapidly-evolving
group of interested experts.

Second, sparse data. The knownquestion and answer pairs are rare compared to traditional
expert finding applications. On one hand, seekers spend more time on finding the answer
of their question. On the other hand, experts need to answer multiple versions of the same
question. This also makes it challenging to directly use a supervised learning approach due
to the lack of training samples.

Third, new features. The willingness of expert, the historical behavior of expert, and the
quality of answer, all these new features have got more attention. They may contribute to
further improve the rationality and effectiveness of expert finding in CQA. For example, the
expert who often provides answers with high quality is more likely to answer the similar
kinds of questions. How to use these features effectively is widely acknowledged as new
challenge to improve the performance of expert finding in CQA.

Based on these observations, most well-known CQA websites and competitions, such as
Quora, Toutiao and Kaggle are striving to match questions with interested users’ expertise,
that is, to find the best respondents to the questions. As for this study, we have got the labeled
datasets of the competition ByteCup2 organized by Toutiao, which is one of the most widely
used information distribution platforms in China. We will take the datasets of Toutiao Q&A
as an example to review the methodologies for expert finding in CQA in this paper.

In this paper, we firstly review thewidely used expert finding solutions inCQAand classify
all the solutions into different categories, including matrix factorization based models (MF-
based models), gradient boosting tree based models (GBT-based models), deep learning
based models (DL-based models) and ranking based models (R-based models). In addition,
we illustrate the results of all the aforementioned categories of single models on the local
validation dataset. The ensemble strategies of the Top 5 teams who won the competition are

1 https://www.quora.com/What-percentage-of-questions-on-Quora-have-no-answers.
2 https://biendata.com/competition/bytecup2016/.
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also analyzed.What’s more, we use innovative diagrams to clarify several important concepts
of ensemble learning. This work will significantly help the correct understanding and proper
use of ensemble learning in practice. Further, we investigate the performance of different
models on different types of matching tasks. Finally, we statistically analyze the results of
all expert finding solutions in CQA, and summarize the work of this paper.

The remainder of the paper is organized as follows. In the next section, we first give an
overview of the related work. In Sect. 3, we present the problem definition, the widely used
CQA datasets, and the categorization of the expert finding techniques. Sections 4, 5, 6 and 7
present the MF-based models, GBT-based models, DL-based models and R-based models,
respectively. Section 8 specifies the details of ensemble learning. Sections 9, 10 and 11 present
the results and the corresponding analysis. Finally, Sect. 12 concludes the paper.

2 Related work

2.1 Expert finding

Online services with a high-quality recommender system could help users to sift through
the expanding and increasingly diverse content. There is a large body of research on rec-
ommendation algorithms, including collaborative filtering (Hu et al. 2008; Koren 2008),
local focused models (Lee et al. 2013; Christakopoulou and Karypis 2016; Beutel et al.
2017), and more recently deep learning. It is important to choose the appropriate metric for
the given recommendation task (Gunawardana and Shani 2009). The possible extensions
that can improve recommendation capabilities (Adomavicius and Tuzhilin 2005) include an
improvement of understanding users and items, incorporation of the contextual information
into the recommendation process, and so on.

Inspired by recent advances in recommender system, expert finding has attracted a lot
of attention in the information retrieval community (Li et al. 2015c; Dargahi Nobari et al.
2017; Boeva et al. 2017). The core task of expert finding is to identify persons with relevant
expertise for the given topic. Massive efforts have been taken to improve the accuracy of
expert finding (Wang et al. 2013). Most existing methods for expert finding can be classified
into two groups, including the authority-based methods (Yeniterzi and Callan 2014; Zhu
et al. 2014) and the topic-based methods (Deng et al. 2009; Daud et al. 2010; Hashemi et al.
2013). The authority-based methods are based on the link analysis of the past expert-topic
activities (Bouguessa and Wang 2008; Liu et al. 2011). The topic-based methods are based
on the latent topic modeling techniques (Momtazi and Naumann 2013; Liu et al. 2013b; Lin
et al. 2013).Moreover, the emerging deep learningmodels are integratedwith aforementioned
methods to further improve the performance of expert finding (Wei et al. 2017; Li and Zheng
2017). They are capable of effectively learning high dimensional representations of expert
information, topic information and expert-topic interactions (Ying et al. 2016).

Expert finding has been researched in various areas such as academic (Rani et al. 2015),
organizations (Karimzadehgan et al. 2009), social networks (Bozzon et al. 2013; Li et al.
2013), and more recently question answering communities (Cheng et al. 2015). Finding
experts with relevant expertise for a given topic has potential applications in these areas such
as finding appropriate reviewers for a paper (Mimno andMccallum 2007; Liang and de Rijke
2016), finding the right supervisor for a student in academic (Alarfaj et al. 2012) and finding
the appropriate experts for the questions in CQA (Li et al. 2015a).
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2.2 Expert finding in CQA

CQAwebsites, which provide users with a platform to share their experience and knowledge,
are very popular in recent years. Successful CQA websites include general ones (such as
Toutiao, Quora and Zhihu), and domain-specific ones (such as Stack Overflow). Finding
users with relevant expertise for a specific question in CQA (Zhou et al. 2012; Liu et al.
2015) can increase the quality of answers. It further improves the crucial problems facing
by CQA, such as the low participation rate of users, long waiting time for answers and low
quality of answers (Neshati et al. 2017). Expert finding in CQA (Zhao et al. 2015a) is a
challenging task due to the sparsity of the CQA data, and the emerging features. A great
amount of studies have been conducted on expert finding in CQA (Riahi et al. 2012; Zhao
et al. 2016). A survey about the early basic methods of expert recommendation in CQA
is given in Lin et al. (2017), including query likelihood language (QLL), latent dirichlet
allocation (LDA), PageRank, classification, collaborative filtering (CF) and their variants.

With the development of CQA, there are a large amount of advanced solutions of expert
recommendation in CQA in recent years (Yang et al. 2013; Liu et al. 2013a; Zhou et al.
2014). Based on the matrix factorization approach, more efficient methods (Koren 2008;
Chen et al. 2012; Rendle 2011) are proposed, including the singular-value decomposition
(SVD), SVD++, bidirection SVD++ (also named SVD#), “Asymmetric-SVD” (ASVD) and
so on. The problem of expert finding in CQA can be regarded as a classification problem
when we classify the experts as a particular class of expert users from the other users (Lin
et al. 2017). XGBoost (Chen and Guestrin 2016), which is a scalable open source system
for the Gradient Boosted Decision Trees (GBDT), has shown its impact in a number of
machine learning and data mining challenges. Recently, deep learning models have been
widely exploited in various matching tasks with remarkable performance. Since the deep
learning based methods have gained much attention, we review the related work in detail in
the following subsection.

2.3 Deep learning for recommendation

As deep learning has grown in prominence for computer vision and natural language process-
ing (NLP) tasks, there are a surge of recent works incorporating deep neural network (DNN)
in recommender systems. Previous works have largely relied on applying the collaborative
filtering intuition to neural networks, such as addressing collaborative filtering by applying
a two layer Restricted Boltzmann Machine (Salakhutdinov et al. 2007), joint learning matrix
factorization and a feedforward neural network (He et al. 2017), or replacing the traditional
linear inner product as a nonlinear decomposition of the rating matrix in auto-encoder (Sed-
hain et al. 2015). Literature (Wu et al. 2016) utilizes the idea of denoising auto-encoders for
top-N recommendation. AutoSVD++ (Zhang et al. 2017) extends the original SVD++model
with a contrastive auto-encoder to capture auxiliary item information.

There has been a recent popularity in using recurrent neural networks (RNNs) for rec-
ommendation (Jing and Smola 2017; Tan et al. 2016; Wu et al. 2017). The sequential nature
of RNNs (Hidasi et al. 2015) provides desirable properties for timeaware and session-based
recommendation systems. More complex networks have been devised to incorporate con-
text (Covington et al. 2016) ormemory (Ebesu et al. 2018). The interactions among contextual
features are handled through a linear portion (not the DNN portion) of themodel (Cheng et al.
2016). Match-SRNN (Wan et al. 2016) applies text matching method to this task. The textual
features (such as characters and words in the the expert and question descriptions) model
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the interaction information between texts. In the model, a neural tensor network is used to
capture the character/word level interactions, and a spatial RNN is applied on the charac-
ter/word interaction tensor to capture the global interactions. Literature (Beutel et al. 2018)
bridges the contextual collaborative filtering literature and neural recommender literature. It
demonstrates that making use of contextual data in deep neural recommenders (particularly
in RNN models) could obtain a significant amount of information. Collaborative Memory
Networks (CMN) (Ebesu et al. 2018) unifies the two classes of CF models capitalizing on
the strengths of the global structure of latent factor model and local neighborhood-based
structure in a nonlinear fashion. In the model, a memory component and a neural attention
mechanism are fused as the neighborhood component.

3 Preliminaries

3.1 Problem definition

We first present required definitions and formulate the problem of expert finding in CQA.
Our goal is to find experts for a given question in CQA in the way of crowdsourcing. More
specifically, given certain question, one needs to find who are the most likely to (1) have
the expertise to answer the question and (2) have the willingness to accept the invitation of
answering the question.

Definition 1 Expert is the user with sufficient expertise for a certain question in CQA. The
expertise are implied in relevant user documents, social interactions, past activities or personal
information of each expert.

Given a set of M questions Q = {q1, . . . , qM }, we need to predict which experts E =
{e1, . . . , eN } are more likely to answer these questions. For simplicity, we reserve special
indexing letters for distinguishing experts from questions, where u, v represent experts, and
i , j represent questions.

Problem 1 For a given question i and its candidate expert u ∈ E , one needs to predict the
probability r̂ui of the expert u answering the question i .

The (u, i) pairs for which rui is known are stored in the set Ł = {(u, i) |rui is known}. The
probability rui ∈ [0, 1], high values mean stronger preference of the expert u to answer the
question i . r̂ui is the predicted probability that the question i will be answered by the expert
u based on the labeled data. Here, it is a supervised learning problem to make prediction
with the given labeled data. We need to infer a function from the labeled training examples,
and then use the function to label the unknown data. In order to get the function, we need to
reduce the error between r̂ui and rui . Consequently, the objective optimization function is

L =
∑

l(r̂ui , rui ) (1)

where l is the loss function.
Overfitting always happen. If we have too many features, the learned hypothesis may fit

the training set very well, but fail to generalize the new examples. There are often two options
to solve overfitting. The first is to reduce the number of features. The details is dependent
on the specific problem. The second is regularization, which is used to reduce magnitude or
values of each feature with parameter θ . It often works well when there are a lot of features,
and each of them contributes a bit to the prediction r̂ui .
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For example, if we use L2-norm for regularization, the optimization problem is trans-
formed into the following problem:

�∗ = �
argmin

∑
(
l(r̂ui , rui ) +

∑

θ∈�

λθθ
2

)
(2)

where λθ is the regularization coefficient of parameter θ used in the hypothesis function. As
it grows, regularization becomes heavier. Then, we need to find an appropriate optimization
method to solve this optimization problem. In thisway,we get the parameters of the prediction
model, which can be used to label the unknown data.

Typical data in CQA implies large interaction between experts and questions. For instance,
some experts prefer to answer than others, and some questions are more likely to be answered
thanothers. In order to account for these affects, it is customary to adjust the datawith baseline.

Definition 2 The baseline for the prediction r̂ui is denoted by bui :

bui = μ + bu + bi , (3)

inwhich, the overall average probability is denoted byμ; the parameters bu and bi indicate the
observed average deviations of expert u and question i , respectively. For example, suppose
that we want to get a baseline for the probability of the question i answered by the expert u.
The average probability over all questions μ = 0.6. The expert u tends to answer question
lower than the average with probability 0.3, so bu = 0.3− 0.6 = −0.3. The question i tends
to be answered with probability 0.7, so bi = 0.7−0.6 = 0.1. Thus, the baseline for question
i answered by expert i is bui = 0.6 − 0.3 + 0.1 = 0.4.

3.2 CQA datasets

The early CQA systems (such as Google Answers,3 which has been retired), provide services
via allocating by the provider or finding by the user, rather than leveraging crowdsourcing. In
this part, we overview some frequently used datasets of crowdsourcing-based CQA system.
These datasets come from the real-world. They are applicable to evaluate the methods for
the expert finding in CQA.

Quora4 is one of the largest existing CQA websites where users can ask and answer
questions, rate and edit the answers posted by others.

Yahoo! Answers5 is themost popular andwell studied dataset in CQA related researches. It
is a large and diverse question answer community, acting not only as amedium for knowledge
sharing, but also as a place to seek advice, gather opinions, and satisfy ones curiosity about
things which may not have a single best answer (Zhao et al. 2013).

Stack Overflow6 is a community question answering site focusing on technical topics such
as programming languages, algorithms and operating systems (Cheng et al. 2015).

WikiAnswers7 is a wiki service that allows people to raise and answer questions, as well as
edit existing answers to questions. It uses a so-called alternate system to automatically merge

3 http://answers.google.com.
4 https://www.quora.com/.
5 https://answers.yahoo.com/.
6 https://stackoverflow.com/.
7 http://www.answers.com/.
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similar questions. Since an answer may be associated with multiple questions, duplicated
entries can be avoided to some extent.

Zhihu8 is a popular Chinese specialized CQA portal similar to Quora. It is able to provide
questions with detailed and reliable answers that are voted by a large number of users. Users
are also allowed to edit questions and answers, rate system, and tag questions.

Toutiao Q&A9: employs artificial intelligence technologies to deliver information with
high efficiency and high quality. It aims to promote short-form content creation and user
interaction on mobile devices in the format of question and answering.

Baidu Knows10 is a popular Chinese general CQA, in which a user can put questions with
bounty to promote others answering it.

Sogou Wenwen11 is an interactive Chinese CQA with credit points and reputation
points. Users can obtain points by asking or answering questions and use them as
bounty.

We summarize the information of these CQA datasets in Table 1.Quora, Yahoo! Answers,
Stack Overflow and WikiAnswers are in English. Zhihu, Toutiao Q&A, Baidu Knows and
Sogou Wenwen are in Chinese. The “No. of QAP” is the number of question answering pairs
in the given reference. It reflects the scale of the CQA datasets. In the “Available” column, we
list the download address of the dataset. Toutiao is one of the most widely used information
distribution platforms in China, so we will use the preprocessed datasets of Toutiao Q&A in
the following parts of this paper.

3.3 Categorization of expert finding techniques

Based on the survey of the recent solutions, we categorize the techniques of expert finding
in CQA under four subsettings, including MF-based models, GBT-based models, DL-based
models and R-based models. As shown in the Table 2, we summarize the performance of
these models on different types of matching tasks to explore the scope of application.12 In
the table, text VS text means to match text labels with text data, graph VS text means to match
text labels with graph data, audio VS text is to match text labels with audio data; video VS
text is to match text labels with video data.

We come to the conclusion that MF-based models achieve the best performance in the
situation of text VS text with encoded text, while DL-based models are rarely used in these
situations and not performing well due to the severe sparsity of the text datasets with less
context information. In addition,R-basedmodels have significant performance in the situation
of audio VS text, DL-basedmodels often achieve the best performance in the situation of both
graph VS text and video VS text, which may due to their outstanding power of capturing high
dimensional features from graphs and videos. We will discuss these four category solutions
in detail in the following sections.

8 https://www.zhihu.com/.
9 https://www.wukong.com/.
10 https://zhidao.baidu.com/.
11 https://wenwen.sogou.com/.
12 More details of experiment results will be clarified in Sect. 10.
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4 Matrix factorization basedmodels

Matrix factorization (MF) (Koren et al. 2009), which is a common technique for collabora-
tive filtering (CF) (Linden et al. 2003), covers a wide range of applications in recommender
system with its variants. The Problem 1 can be modeled as recommendation problem solved
by CF, because similar users may answer the similar questions. Therefore, MF can be applied
to exploit latent information from data. In this part, we summarize the MF-based models,
including MF, Singular Value Decomposition (SVD), SVD++, Bidirection SVD++, Bidirec-
tion Asymmetric-SVD (ASVD++) and Factorization Machine (FM).

4.1 MF

From the application point of view, MF can be used effectively to discover the latent features
underlying the interactions between different kinds of entities. For example, several experts
have answered same questions before as illustrated in Fig. 1. If some of them (the number is
N ) answer a new question, others may also answer the question (the probability is p). N is
larger, p is larger.

From the mathematical point of view, MF is used to factorize a matrix obviously as its
name suggesting. The original matrix can be represented by the multiply of two (or more)
simple matrices with lower dimension. Let U and D be the set of experts and questions,
respectively. Let R be the record matrix of the expert-question pairs. If we would like to
discover k latent features, we need to find two matrices P (a |U |× k matrix) andQ (a |D|× k
matrix) such that their product approximates R:

R̂ = PT × Q ≈ R. (4)

Thus, matrix factorization maps experts and questions to a joint latent factor space of dimen-
sionality k. Each row of P would represent the strength of the associations between an expert

Table 2 Performance of different categories of models on different types of matching tasks

Model category text VS text graph VS text audio VS text video VS text

MF-based models
√

DL-based models
√ √

GBT-based models
√ √

R-based models
√

√
Means that this category of models performs well

Fig. 1 Implied information
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and the features. Similarly, each row of Q would represent the strength of the associations
between a question and the features.

Matrix factorization maps experts and questions to a joint latent factor space of dimen-
sionality k, such that expert-question interactions are modeled as inner products in that space.
The resulting dot product pTu qi captures the interaction between expert u and question i .

r̂ui = pTu qi . (5)

Thenwedirectlymodel the observedprobabilities only,while avoidingover-fitting through
a regularized model. To learn the factor vectors pu and qi , the system minimizes the regu-
larized squared error on the set of known probabilities:

min
P,Q

∑

(u,i)∈Ł
(rui − qTi pu)

2 + λ(‖pu‖2 + ‖qi‖2) (6)

where aforementioned Ł is the set of the (u, i) pairs for which rui is known.

4.2 SVD

One benefit of the matrix factorization approach to collaborative filtering is its flexibility in
dealing with various data and other application-specific requirements. Eq. (5) tries to capture
the interactions between users and questions without taking the baseline into consideration.
Here we combine Eqs. (3) and (5) as follows:

r̂ui = bui + pTu qi (7)

The system learns by minimizing the squared error function, and avoids over-fitting through
an adequate regularized model:

min
P,Q,B

∑

(u,i)∈Ł
(rui − r̂ui )

2 + λ(‖pu‖2 + ‖qi‖2 + b2u + b2i ) (8)

4.3 SVD++

MF and SVD models only consider explicit feedback which comes from the interaction
between a user and a question. However, we can also obtain implicit feedback from the
training data. For instance, a user prefers those questions that he answers in the past. Rec-
ommender systems can use implicit feedback to gain insight into user preferences. Indeed,
we can gather behavioral information regardless of the user’s willingness to provide explicit
ratings. Here, we try to integrate both explicit feedback and implicit feedback. We could get
more accurate results by a direct modification of Eq. (7):

r̂ui = bui + qTi

⎛

⎝pu + |N (u)|− 1
2

∑

j∈N (u)

y j

⎞

⎠ (9)

where N (u) is the set of questions that user u has received invitation. A user u is

modeled as pu + |N (u)| 12 ∑
j∈N (u) y j . pu is learnt from the given explicit ratings and

|N (u)| 12 ∑
j∈N (u) y j represents the perspective of implicit feedback. Here, a new set of item

factors are necessary, where question j is associated with y j ∈ R
f . Model parameters are

learnt by minimizing the squared error function.
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min
P,Q,B,Y

∑

(u,i)∈Ł
(rui − r̂ui )

2 + λ ‖θ‖2 (10)

where θ represents the parameters of the model. SVD++ (Koren 2008) does not offer the
benefits of having less parameters and readily explainable results. This is because the model
does abstract each user with a factors vector. However, SVD++ is clearly advantageous in
terms of prediction accuracy than SVD.

4.4 Bidirection SVD++ (SVD#)

Appending another part of implicit feedback to the original SVD++ model, a new model
named bidirection SVD++ model (also called SVD#) is built. The formula of this model
turns to be:

r̂ui = bui +
⎛

⎝qi + |R(i)|− 1
2

∑

j∈R(i)

x j

⎞

⎠
T

×
⎛

⎝pu + |N (u)|− 1
2

∑

j∈N (u)

y j

⎞

⎠

(11)

R(i) is the set of users who answer question i . Here, each question j is associated with
x j , y j ∈ R

f . The other parts of the formula are the same as the original SVD++ model.
This model shows the power of representing user/question embeddings using the neigh-

borhood question/user embeddings. However, the embeddings here are static and indepent
of time. When the time information is available, a more powerful proposed in Dai et al.
(2016) will be helpful. This method incorporates the embedding co-evolving idea with time
series models. The evolution of each user/question embedding depends not only on its old
embeddings, but also the embeddings of question/user it interacting with.

4.5 Bidirection ASVD++

As mentioned in (Koren 2008, instead of providing an explicit parameterization for users,
users can be represented through their preferred items. This model named “Asymmetric-
SVD” (ASVD) offers several benefits: (1) fewer parameters; (2) handling new users; (3)
explainability; (4) efficient integration of implicit feedback. Combining the “bidirection”
strategy described in Sect. 4.4, there is a new model named bidirection ASVD++ model. The
formula is listed as below:

r̂ui = bui +
⎛

⎝|R(i)|− 1
2

∑

j∈R(i)

x j

⎞

⎠
T

×
⎛

⎝pu + |N (u)|− 1
2

∑

j∈N (u)

y j

⎞

⎠

(12)

4.6 Factorizationmachine

FM (Rendle 2011) is a generic approach based on matrix factorization to mimic most
factorization models. libFM (Rendle 2012) proposed by Steffen Rendle is a software imple-
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mentation for factorization machines. It combines the generality of feature engineering with
the superiority of factorization models in estimating interactions between variables of large
domain. FM model has the following advantages. Firstly, variable interactions are embed-
ded in the FM model. Secondly, it is able to reliably estimate parameters under very high
sparsity. Thirdly, the equation, which depends only on a linear number of parameters, can be
computed in linear time. Forthly, it can be applied to a variety of prediction tasks, including
regression, binary classification and ranking. In essence, FM model is a matrix factorization
based machine learning model and it is similar to linear regression model. We all know the
linear regression model has the following formula:

ŷ(x) = w0 + w1x1 + · · · + wnxn = w0 +
n∑

i=1

wi xi . (13)

where xi is the feature and ŷ is the predicted value.
On the basis of model above, if we consider the feature combination, the formula will be

changed to the following form:

ŷ(x) = w0 +
n∑

i=1

wi xi +
n−1∑

i=1

n∑

j=i+1

w
′
i j xi x j . (14)

Because the sparsity of the feature, we find that many w
′
i j will be zero after the training.

Thus, in order to reduce the number of parameters, FMmodels the problem by the following
formula:

ŷ(x) = w0 +
n∑

i=1

wi xi +
n−1∑

i=1

n∑

j=i+1

(V T
i Vj )xi x j , (15)

where Vi is the latant vector of the i th feature. We consider a maximum likelihood problem
with Eq. (15). To avoid over-fitting, we add some regularization terms. That is, we solve the
following optimization problem for FM model.

min
W ,V

n∑

i=1

(yi log(σ (ŷi )) + (1 − yi )log(1 − σ(ŷi ))) + λ

2
‖θ‖2 (16)

where θ represents the parameters of the model and σ(x) is the sigmoid function. The learn-
ing algorithm of FM mainly contains (Rendle 2012): Stochastic Gradient Descent (SGD),
Alternating Least Squares (ALS) and Markov Chain Monte Carlo (MCMC).

5 Gradient boosting tree basedmodels

Tree ensemble methods are very widely used in practice. Gradient tree boosting is one of
them that shines in many applications. The classic gradient boosting tree and its extension
are described in Friedman (2001). XGBoost (Chen and Guestrin 2016) is a scalable open
source system for tree boosting. The impact of the XGBoost has been widely recognized in a
number of machine learning and data mining challenges. People often chooses XGBoost as
the implementation of the Gradient Boosting Regression Trees (GBRT) in the application.

A tree ensemble model uses K additive functions to predict the output.

ŷi =
K∑

k=1

fk(xi ), fk ∈ F, (17)

123



Expert finding in community question answering: a review

where F is the space of regression trees (also known as CART). The regularized objective
function is listed as follows:

L =
∑

i

l(yi , ŷi ) +
∑

k

�( fk), (18)

where l is a loss function that measures the difference between the prediction ŷi and the target
yi . The second term � penalizes the complexity of the model:

�( fk) = γ T + 1

2
λ ‖ω‖2 . (19)

T is the number of leaves in the tree. Each regression tree contains a continuous score on
each leaf, ωi is the score on i-th leaf.

Since the tree ensemble model in Eq.(18) includes functions as parameters but not just
numerical vectors, it cannot be optimized using traditional optimization methods such as
stochastic gradient descent (SGD) in Euclidean space. In XGBoost, Eq.(18) is trained in an
additive manner.

ŷ(t)
i =

∑

k

fk(xi ) = ŷ(t−1)
i + ft (xi ), (20)

where ŷ(t)
i is the prediction of the i-th instance at the t-th iteration. Then, the objective

function is:
L =

∑

i

l(yi , ŷ
(t−1)
i + ft (xi )) +

∑

k

�( fk). (21)

Considering the square loss and taking Taylor expansion approximation of the loss, we get:

L(t) �
∑

i

[
l(yi , ŷ

(t−1)
i ) + gi ft (xi ) + 1

2
hi f

2
t (xi )

]

+ �( fk) + constant,

(22)

where
gi = ∂ŷ(t−1) l(yi , ŷ

(t−1)), (23)

and
hi = ∂2ŷ(t−1) l(yi , ŷ

(t−1)). (24)

Combining Eqs. (18) and (22), we remove constants and get:

L(t) �
∑

i

[
gi ft (xi ) + 1

2
hi f

2
t (xi )

]
+ γ T + 1

2
λ

∑

j

ω2
j , (25)

This is One Variable Quadratic Equation of ω j . We can compute the optimal weight ω∗
j of

leaf j by

ω∗
j = −

∑
i gi∑

i hi + λ
, (26)

and calculate the corresponding optimal objective function value by

L̃(t) = −1

2

∑

j

(
∑

i gi )
2

∑
i hi + λ

+ λT , (27)
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In practice, the greedy algorithm, that starts from a single leaf and iteratively adds branches
to the tree, is usually used for evaluating the split candidates. It is impossible to efficiently
do the exact greedy algorithm when the data does not fit entirely into memory. And then, the
approximate algorithm for split finding is proposed in XGBoost. More details can be found
in Chen and Guestrin (2016).

6 Deep learning basedmodels

As deep learning has grown in prominence for computer vision and natural language pro-
cessing (NLP) tasks, there are many recent researches incorporating deep neural network
(DNN) in recommender systems. Applying deep learning models into recommender system
has been gaining momentum due to its state-of-the-art performances on popular benchmarks
for recommender systems, such as MovieLens13 and Netflix challenge datasets. Previous
works have largely relied on applying the collaborative filtering intuition to neural networks,
such as joint deep learning and CF models (Zheng et al. 2016; He et al. 2017), or auto-
encoder (Sedhain et al. 2015). Further, to ensure generalization, denoising auto-encoders
(DAEs) have been exploited to learn from corrupted inputs (Kawale 2015; Wu et al. 2016).
Moreover, there has been a recent popularity in using recurrent neural networks (RNNs) for
recommendation (Wan et al. 2016; Tan et al. 2016; Wu et al. 2017).

6.1 Autoencoder model

AutoRec (Sedhain et al. 2015) is an autoencoder based collaborative filtering model. Similar
to traditional CF, AutoRec has two variants: an user-based autoencoder and an item-based
autoencoder. They can respectively take user partial vectors and item partial vectors as input,
project them into a hidden layer to learn the lower-dimensional representations, and further
reconstruct them in the output layer to predict missing ratings for the purpose of recommen-
dation.

While AutoRec is used in the Problem 1, experts are regarded as users, questions as items,
and the question distribution data as rating matrix. The question distribution data indicates
whether the expert answered the question (if answered, the tag is 1; otherwise 0). Then the
AutoRec model is deployed to predict the ratings of the unknown expert-question pairs.

Both user-based AutoRec and an item-based AutoRec are exploited in expert finding in
CQA. Experiment results show that item-based model performs better which may be due to
the higher variance of user partial vectors. However, item-based AutoRec is not performing
well than MF-based models as before in this task. The reason may be that the dataset of
Toutiao is more sparse than the MovieLens dataset.

6.2 Collaborative denoising auto-encoder model

Denoising Auto-encoder (Vincent et al. 2008) is an extended auto-encoder model which aims
to derive more robust features from the hidden layer. It reconstructs each data point from
the corrupted version. The corrupted version of original inputs are usually derived from a
conditional distribution. Common corruption choices contain the additive Gaussian noise
and the multiplicative dropout noise. Utilizing the idea of DAEs, Collaborative Denoising

13 https://grouplens.org/datasets/movielens/1m/.
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Auto-Encoder (CDAE) has been developed for recommendation tasks (Wu et al. 2016). The
assumption of CDAE is that all the user-item interactions are a corrupted version of the user’s
full preference set.

Specifically, CDAE first learns latent representations from the corrupted version inputs.
Then the latent representations are mapped back to the original input space to rebuild the
input vectors. Parameters of CDAE are learned by minimizing the average reconstruction
error. Finally, for recommendation, user’s existing reference set (without corruption) is taken
as input to predict recommendations for each user. While using CDAE for Problem 1, it
regrades experts as items, questions as users, and the question distribution data as the users’
preference set. A preference set is binary which only includes the information about whether
the expert answered the question or not (if answered, the tag is 1; otherwise 0).

6.3 Neural autoregressive model

Inspired by the Restricted Boltzmann Machine (RBM) based CF model, an emerging Neural
Autoregressive Distribution Estimator (NADE) based CF model named CF-NADE (Zheng
et al. 2016) is proposed. It can model the distribution of expert ratings. CF-NADE with only
one hidden layer can defeat all the previous state-of-the-art models in recommendation tasks
upon theMovieLens 1M,MovieLens 10M and Netflix datasets. Furthermore, CF-NADE can
be further extended to a deep model with more hidden layers which can further boost the
performance.

CF-NADE, which is designed to model the ordering of the ratings, is a feed-forward and
neural autoregressive architecture for CF tasks. Ideally, the order of items should follow the
time-stamps of ratings. However, empirical study shows that random drawing permutations
for each user also generates favourable performances. Since the expert IDs as well as the
question IDs are anonymized and the descriptions of expert and questions in the dataset
have been encoded into ID sequences, it is feasible to deploy CF-NADE to this competi-
tion without time-stamps information. While training the CF-NADE model, the experts and
questions are considered as users and items, and the rating matrix is derived from question
push notification records like in Sect. 6.1. Experiment results show that the performance of
CF-NADE model in the Problem 1 is similar to the AutoRec model, in which item-based
CF-NADE performs better than user-based CF-NADE but still not comparable to the matrix
factorization based models such as SVD++ and ASVD++. Moreover, the CF-NADE model,
though worth trying, is not integrated into any final ensemble models because it significantly
reduces the performance when incorporated into ensemble models.

6.4 Neural network-based collaborative filtering

Recent studies on deep learning for recommendations usually employ deep learning methods
to model auxiliary information such as textual descriptions of items and users. While for
modeling the key factor of CF (the interaction between item and user features), they still
rely on MF models and use an inner product on the latent features. The linear combination
of the latent features’ multiplication becomes a bottleneck in improving the performance.
Replacing the inner product with a neural architecture, a general framework named neural
network-based collaborative filtering (NCF) (He et al. 2017) has the ability to learn a non-
linear userCitem interaction function from the implicit data.

NCF consists of a input layer, an embedding layer, several Neural CF layers and an
output layer. The input layer consists of two feature vectors describing the user and the item
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respectively. Then the embedding layer maps the sparse input vectors to dense vectors. They
are regarded as the latent vectors for the user and the item. Finally, the embedding of user and
item is fed into the neural CF layers to project the latent vectors to the final prediction scores.
Each of the neural CF layers can be modified to learn specific latent structures of user-item
interactions.While utilizingNCF forProblem 1, experts are items andquestions are users. The
expert tag data and the question data are regarded as the descriptions of experts and questions,
and the question distribution data is regarded as the implicit expert-question interaction data.

6.5 Match-SRNN

Furthermore, the expert finding problem in CQA can also treated as a text matching problem.
Thus, text matching methods can be applied to this task. It can take advantage of textual
features such as characters and words in the the expert and question descriptions. For the
Problem 1, a deep text matching model called Match-SRNN (Wan et al. 2016) is applied to
model the interaction information between texts to further predict new expert-question pairs.
The Match-SRNNmodel contains three parts: a neural tensor network to capture the charac-
ter/word level interactions, a spatial recurrent neural network (spatial RNN) applied on the
character/word interaction tensor to capture the global interactions recursively, and a linear
scoring function to calculate the finalmatching score. TheMatch-SRNNmodel views the gen-
eration of the global interaction between two texts as a recursive process. It can not only obtain
the interactions between nearby words, but also take advantage of long distant interactions.

7 Ranking basedmodels

The evaluation criterion in this task is normalized discounted cumulative gain (NDCG), thus
ranking based model is a natural fit for this target. There are two kinds of ranking based
models appearing in the expert finding problem in CQA, including ranking based FM and
ranking based SVM.

7.1 Ranking based FM

The basic idea of thismodel is coming from the FMmethod.Wemodify the objective function
to optimize the pair-wise ranking loss. Let N+ denotes the number of positive samples and
N− denotes the number of negative samples. Besides, xi denotes the negative instances and
x j denotes positive instances. Then we solve the following optimization problem for ranking
based FM.

min
W ,V

1

N+ + N−
N−∑

i=1

N+∑

j=1

log(1 + exp(ŷ(xi ) − ŷ(x j )))

+ λ

2
‖θ‖2

(28)

where ŷ(x) is the prediction in the Eq. (15). We expect that those positive samples have
higher prediction score than those negative samples.
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7.2 Ranking based SVM

Ranksvm (Joachims 2006), which is a linear pairwise rankingmodel, has also been used in the
problem. Specifically, we first build the feature vectors for each user-question pair appeared
in the training/test sets. Then those training pairs with same questions are organized together
as a list. The pairwise constraints are then built within each list.

8 Ensemble learning

During the review of the ensemble learning solutions, we find that many contestants are
obscure about the concept of ensemble learning, especially Stacking. These proper nouns are
often inappropriately used in ensemble learning.Here,we comb through the relevant concepts
of ensemble learning that are widely used in practice. In machine learning, ensemble learning
[also called ensemble method (Bifet et al. 2009) before] is a proper noun. It is a method of
using multiple learning algorithms to obtain better predictive performance than that could
be obtained by any of the component learning algorithms alone. Ensemble learning can be
used for classification problems, regression problems, feature selection, anomaly detection
and so on. In the following part, we will use classification as an example.

If we use ensemble learning to improve the overall generalization ability of classifiers,
the following two conditions should be satisfied. Firstly, differences exist between the base
classifiers. The performance of the ensemble classifier will not be improved, if it is just an
ensemble of the same kind of base classifiers. Secondly, the classification accuracy of every
base classifier must be larger than 0.5. If the classification accuracy of the base classifier
is less than 0.5, the classification accuracy of the ensemble classifier will decline with the
increasing of ensemble size. If the two aforementioned conditions are satisfied, the classifi-
cation accuracy of the ensemble classifier will edge up to 1 with the increasing of ensemble
size. Generally, the classification accuracy of a weak classifier is just slightly better than
random guess, while a strong classifier can make make very accurate predictions. The base
classifiers are referred to as weak classifier.

There are two key points in ensemble learning. How to generate base classifiers with
difference? How to combine the results of the base classifiers? We will introduce ensemble
learning from these two aspects.

8.1 Types of ensemble learning

According to how the base classifiers are constructed, there are two paradigms of ensemble
learning, the parallel ensemble learning and the sequential ensemble learning. In the parallel
ensemble learning, the base classifiers are generated in parallel, withBagging (Breiman 1996)
as a representative. In the sequential ensemble learning, the base classifiers are generated
sequentially, with Boosting (Friedman et al. 2000) as a representative.

8.1.1 Bagging

Bagging (Bootstrap aggregating) was proposed to improve classification accuracy by com-
bining classifiers of randomly generated training sets. Fig. 2a illustrates the diagram of
Bagging.
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Fig. 2 Diagram of ensemble learning

Bagging applies bootstraping (Johnson 2001) to obtain the data subsets for training the
base classifiers. In detail, given a training data set containing n training examples, a sample of
n training examples will be generated by random sampling with replacement. Some original
examples appear more than once, while some original examples are not present in the sample.
If we need to train m number of base classifiers, this process will be applied m times. The
combination methods used by Bagging are the most popular strategies, that is, voting for
classification and averaging for regression.Here, the final classification results are determined
by averaging on the respective results of these classifiers.

8.1.2 Boosting

Instead of resampling the training dataset as Bagging does, Boosting adjusts the distribution
of the training dataset. Fig. 2b illustrates the diagram of Boosting. Boosting is an iterative
process to generate base classifiers sequentially, where the later classifiers focus more on the
mistakes of the earlier classifiers. In each round, the weight of the samples, which have been
classified incorrectly, will be increased in the training dataset. The weight of the samples,
which have been classified correctly, will be decreased in the training dataset. Finally, the
ensemble classifier is a weighted combination of these weak classifiers.
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8.2 Combinationmethods

The combination method plays a crucial role in ensemble learning. After generating a set
of base classifiers, ensemble learning resorts to combination method to achieve an ensemble
classifier with strong generalization ability, rather than trying to find a best single classifier.
Generally, the most popular combination methods used in practice are Voting, Averaging
and Learning. Voting and Averaging are the most popular and fundamental combination
methods for nominal outputs and numeric outputs, respectively. These two methods are
easy to understand and use. Here, we mainly focus on the Learning, with Stacking (stacked
generalization) as a representative.

8.2.1 Stacking

Unlike Voting and Averaging, Stacking is a general combining procedure where the base
classifiers are combined non-linearly in a serial model. In Stacking, the base classifiers are
called the first-level classifiers, while the combiner is called the second-level classifier (or
meta-classifier). The basic idea of Stacking is to train several first-level classifiers using the
original training dataset. And then, a new dataset generated from the first-level classifier is
used to train the second-level classifier, where the outputs of the first-level classifiers are
regarded as the input features of the new training dataset, and the original labels are still the
labels of the new training data.

In the training phase of Stacking, if all the instances in the training dataset are used to
train the first-level classifiers, and the outputs of the first-level classifiers are used to train
the second-level classifier, there will be a high risk of over-fitting. Therefore, the instances
used for generating the input of the meta-classifier need to be excluded from the training
instances of the first-level classifiers. Generally, a cross validation is used to avoid this
problem.

Taking a Stacking model with 2 first-level classifiers and 5-fold cross validation as an
example, Fig. 2c illustrates the diagram of Stacking. There are 500 instances in the training
dataset. Using the Model 1 (the first-level classifier) in Fig. 2c as an example, in the 5-fold
cross validation, the training dataset is divided into 5 parts, and each part has 100 instances.
Four of them (with 400 instances in total) are used to train the Model 1. The remaining one
part (with 100 instances) is used to do prediction. The prediction results (5 parts with 500
instances in total) are used as the features of the input of the second-level classifier. In every
round in the 5-fold cross validation, the trained Model 1 makes prediction on the test dataset
(with 150 instances). After 5 rounds, there are 5 parts of the prediction results on the test
dataset. Making an average of these 5 parts, there are still 150 instances in the final prediction
result of Model 1 on the test dataset.

Generally, Stacking can be viewed as a specific combination method of the Learning
combination strategy. What’s more, it can also be regarded as a general framework of many
ensemble methods used in practice.

9 Results

In terms of the evaluation criteria, NDCG will be used. Specifically, we will rank the experts
based on the forecasted probability for a certain question, and evaluate the NDCG@5
and NDCG@10 of ranking results. The final evaluation formula is: NDCG@5 ∗ 0.5 +
NDCG@10 ∗ 0.5.
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9.1 Data analysis

In this paper, we analyze the problem of expert finding in CQA by taking the data of ByteCup
competition as an example. The data provided for the competitors consisting of expert finding
records in CQA with three types of information: expert tags, question data and question
distribution data:

1. The expert tag data contains IDs of all expert users, their interest tags, and processed
profile descriptions.

2. The question data contains IDs of all questions, processed question descriptions, question
categories, total number of answers, total number of top quality answers, total number
of upvotes.

3. The question distribution data contains 290,000 records of question push notification.
Each contains the encrypted ID of the question, the encrypted ID of the expert user and
whether the expert user answered the question (0 =ignored, 1 =answered).

The training set, validation set and test set are divided based on these records. The training
set is used for the training of the model. Validation set is used for online real-time evaluation
of the algorithm. Test set is used for the final evaluation.

All expert ID and question ID are encrypted to protect user privacy. Also for privacy
protection purpose, the original descriptions of the questions and the experts are not provided.
Instead, the ID sequence of the characters (each Chinese character will be assigned an ID)
and the ID sequence of the words after segmentation (each word will be assigned an ID) are
provided. Validation and testing labels have not been published. They are used for online
evaluation and final evaluation only.

9.2 Feature extraction

We summarise all possible features in Table 3. The expert user tags uTag may be multiple
tags, i.e., 18, 19 and 20 may represent baby, pregnancy and parenting, respectively. In the
feature of uwordIDseq, user descriptions (excluding modal particles and punctuation) are
first segmented, and then each word will be replaced by the Character ID, i.e., 284/42 may
represent “Don’t Panic”. In the feature of ucharIDseq, user descriptions (excluding modal
particles and punctuation) are first segmented, and then each character will be replaced by
the Character ID, i.e., 284/42 may represent “BE”. The question tag qTag may be a list of
single tags, i.e., 2 may represent fitness. The feature upvoteNum, ansNum and topAnsNum
may indicate the popularity of the question.

We also study the positive/negative contributions of each feature. As Table 3 illustrated,
four features, including uwordIDseq, ucharIDseq, qwordIDseq and qcharIDseq, have nega-
tive impact on the model performance. The implicit features imE and imQ, which have strong
positive influence on the model performance, are needed to be considered in the prediction
model.

Table 4 illustrates the features used by the top 5 teams in the competition ByteCup. The
four features including uwordIDseq, ucharIDseq, qwordIDseq and qcharIDseq that have
negative impact on the model performance shown in Sect. 9.2, have not been used by any
team. Therefore, we does’t include them in Table 4. Although there are nine positive features,
simply combining all of themwill not lead to the best performance.All top 5 teamsuse the four
features, including uID, qID, imE and imQ. The latent features imE and imQ underlying the
interactions between different kinds of entities have important influence on the performance.
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Table 3 Designed features

Name Notation Description Type +/−
Anonymized expert user ID uID The unique identifier of

each expert user
id +

Expert user tags uTag The tag of user
information

Category +

Word ID sequence of user uwordIDseq Segmented user
description. Each word
is replaced by a unique
wordID

Category −

Character ID sequence of user ucharIDseq Segmented user
description. Each
character is replaced by
a unique charID

Category −

Anonymized question ID qID The unique identifier of
each question

id +

Question tag qTag The tag of each question Category +
Word ID sequence of question qwordIDseq Same as uwordIDseq

instead of question
description

Category −

Character ID sequence of question qcharIDseq Same as ucharIDseq
instead of question
description

Category −

Number of upvotes upvoteNum Number of upvotes of all
answers to this question

Numeric +

Number of answers ansNum Number of all answers to
this question

Numeric +

Number of top quality answers topAnsNum Number of top quality
answers to this question.

numeric +

Implicit expert imE Expert list with implicit
relationship.

category ++

Implicit question imQ Question list with implicit
relationship.

category ++

Table 4 Designed features

Team uID uTag qID qTag upvoteNum ansNum topAnsNum imE imQ

Team-1 • • • • ◦ ◦ ◦ • •
Team-2 • ◦ • ◦ ◦ ◦ ◦ • •
Team-3 • ◦ • ◦ ◦ ◦ ◦ • •
Team-4 • ◦ • ◦ • • • • •
Team-5 • ◦ • ◦ ◦ ◦ ◦ • •
•Means that the feature is used. ◦Means that the feature is not used

9.3 Results of single models

SVDFeature (Chen et al. 2012) and Factorization Machine(libFM) (Rendle 2012) tools are
used for MF-based models. XGBoost (Chen and Guestrin 2016) is used for GBT-based
models. The code based on Theano framework is used for the DL-based models.
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Fig. 3 Individual model performances on local validation dataset

The results of all aforementioned categories of single models on the local validation
dataset is illustrated in Fig. 3. From the figure we can see that, some single models such as
ASVD and bidirectional SVD++ make good performances. However, there are also weak
models such as ranksvm and simple heuristic basedmethod. In general, theMF-basedmodels
performbetter than others includingGBT-basedmodels andDL-basedmodels. TheDL-based
models don’t perform well due to the sparse and encoded data in this task. We used different
settings of parameters (max depth of each tree, number of trees, and boosting step size) to
train several XGBoost models. Based on the experiments on local validation dataset, the
performance of these models (refer to the performance of models starting with “GBRT” in
Fig. 3) are reasonable, but not as good as MF-based models. Nevertheless, they do improve
the performance of the final ensemble model. These models have quite different objective
and underlying assumptions than MF-based methods. Therefore, a decent weak model will
still improve the final ensemble results.

In theMF-basedmodels, the bidirectionASVD++ performs the best.What’smore, if more
implicit information is used, such as ratting action in online validation dataset or online test
dataset, the model performance could be further improved. This phenomenon is reflected in
Fig. 4. The accuracy of the bidirect ASVD++ is highest, followed by the bidirect ASVD++,
the bidirect SVD++ and the bidirect SVD in the descending order.

Table 5 illustrates the parameters for the bidirection ASVD++ that achieves the best
performance. Markov Chain Monte Carlo (MCMC) is used for the learning method in the
model. Table 6 illustrates the best performance of the bidirection ASVD++ on the local
validation dataset, the online validation dataset and the online test dataset. The results are
0.41193, 0.52412 and 0.50551, respectively.

9.4 Results of ensemblemodels

Taking the ensemble models of the Top 5 teams who won the competition ByteCup as the
example, we analysis the results of the ensemble models.
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Fig. 4 MF-based models training/testing curve

Table 5 Parameters for the
bidirection ASVD++

Parameters Value

Learning method MCMC

#Factor 8

#Iteration 10,000

Task Binary classification

Stdev for init. of 2-way factors 0.1

Table 6 Performance of
bidirection ASVD++

Test set Performance (nDCG)

Local validation 0.41193

Online validation 0.52412

Online test 0.50551∗

∗Already rank first among all single models

9.4.1 Team-1

As shown in Table 7, Team-1 combines 45 models linearly with different settings (features,
tools or hyper-parameters) using the linear ridge regression. Specifically, they do 5-fold
cross validation on the local validation set. The final ensemble model is trained using local
validation set. Note that, the predictions of local validation set are from those models trained
on local training set. Thus the training set are not involved in the ensemble step. They
also ensemble the predictions from same model with different parameters, such as different
latent dimensions or different objective functions of matrix factorization models. The small
variations make the single model more robust. To avoid the bias due to different scales, they
do whitening for each model’s prediction before ensemble.

Team-1 takes the predictions of each candidate model, and does a linear combination of
those predicted values to make the final prediction. The score of these candidate models
range from 0.367 to 0.412, they tune the weights of them based on the rating prediction on
local validation set. The prediction ensemble of a set of base models further improves the
performance. Finally, they get the score of 0.50812 on the final leaderboard. Team-1 has
also tried to use nonlinear ensemble method, such as the gradient boosting tree, to do the
ensemble. However, they found such tree models are very easy to over-fit the training set. It
is also hard to regularize the model to get a good test performance.
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Table 7 Ensemble models used by the top 5 teams

Team Details of the ensemble model Final results Compare with
Team-1

Team-1 Linearly combine all models in Fig. 3 0.50812 0

Team-2 Use stacking strategy illustrated as Fig. 5 0.50307 −1%

Team-3 FM + CF ∗ 0.49905 −1.82%

Team-4 MF+CF 0.49231 −3.21%

Team-5 FM+RFM+(FM+RFM)+MF+SVD+(SVD++) 0.49003 −3.69%

∗FM+CF represents the linear weighted sum of FM and CF

9.4.2 Team-2

For every expert, there is a list of questions that have been answered. Here, Team-2 regards
the expert-question list as a document, and each question as a term. The TF-IDF of each
question is calculated and used as the feature imQ. Similarly, The TF-IDF of each expert is
calculated and used as the feature imE.

Team-2 uses the method of Stacking to integrate several single models. The Stacking
strategy used by them is illustrated in Fig. 5. In the Stacking, FM, Logistic Regression
(LR), XGBoost and Neural Network (NN) are the first-level classifiers. The results of them
are used as inputs of the next layer, called meta features. SVD, TSNE (Pezzotti et al. 2017),
NMF (Paatero and Tapper 1994) is used to get the dimension reduction features of the original
features. Finally, themeta features and the dimension reduction features are combined to train
the XGBoost.

The used NN has one hidden layer, in which the activation function is ReLu (Rectified
Linear Units), the droupout rate is 0.75. Adam (Kingma and Ba 2014) is also used here to
optimize the model. XGBoost is trained in the following steps. They uses the social graph to
model the relationship between experts and questions < E, Q >. The experts and questions
are regarded as nodes in an undirected graph. If a expert is invited to answer a question, there
will be an undirected edge between them. DeepWalk (Perozzi et al. 2014) is used to convert
< E, Q > to work vector, which then be used to train XGBoost.

In addition, they find three implied CF messages based on the observation and analysis
of the issues and data.

– If a expert has accepted most of the invitation for answering question, he will be more
likely to accept the new invitation to answer question.

– Experts have answered some same questions. If some of them (assume the number is N )
answer a new question, others may also answer the question (assume the probability is
p). N is larger, p is larger.

– If questions Q1 and Q2 are given to the same user, Q1 and Q2 may be involved in the
same field. If Q1 is answered by an expert, Q2 may be answered by the expert too.

And then, they combine the results of Stacking and CF by weight 2 : 1. Finally, they get the
score of 0.50307 on the final leaderboard. It is 1% less than Team-1.

9.4.3 Team-3

The weight of the question related to the expert uid is regarded as the feature imQ by Team-3.
It is calculated as the reciprocal of the question numbers answered by the expert uid. The
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Fig. 5 Diagram of stacking used
by Team 2

weight of the expert related to the question qid is regarded as the feature imE. It is calculated
as the reciprocal of the expert numbers who answer the question qid. FM is achieve by libFM.

In CF, the probability of expert answering question is calculated as the weighted sum of
the average similarity between experts and the average similarity between questions. The
similarity between questions is calculated as the weighted difference between the positive
similarity of the question and the negative similarity of the question. The positive similarity
of question is the number of experts who have similar behavior on the specific question and
answer the test question. The negative similarity of question is the number of experts who
have similar behavior on the specific question and not answer the test question. The similarity
between experts is calculated similarly as the similarity between questions.

As shown in Table 7, Team-3 combines the results of FM and CF with the linear weighted
sum. Finally, they get the score of 0.49905 on the final leaderboard. It is 1.82% less than
Team-1.

9.4.4 Team-4

As shown in Table 7, Team-4 combines the results of MF and CF with the linear weighted
sum. In the scheme of CF, the prediction is calculated as the formula shown below:

pred(u, i) = r̄u +
∑

v∈N (u) sim(u, i) ∗ (rv,i − r̄v)∑
v∈N (u) sim(u, i)

, (29)

where sim(u, i) is calculated by

sim(u, i) =
∑

i (ru,i − r̄u)(rv,i − r̄v)√∑
i (ru,i − r̄u)2

√∑
i (rv,i − r̄v)2

. (30)

N (u) is the set of neighbors of the specific expert u. The number n of N (u) is hyper parameter
needed to be tune. They use n = 5000 in the final model.

Finally, they get the score of 0.49231 on the final leaderboard. It is 3.21% less than Team-1.
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Fig. 6 Performances of diverse models on different type of datasets

9.4.5 Team-5

Team-5 combines the results of 6 individual models on the validation set, including FM,
ranking based FM (RFM), the linear weighted sum of FM and RFM, three MF-based models
(MF, SVD and SVD++). Assuming the predictions of the user-question pairs from the 6
individual models are pred1, pred2, pred3, pred4, pred5, pred6, respectively. A weight
is assigned to every individual model and the final prediction of the user-question pairs is
computed by the following formula:

pred = α1 pred1 + α2 pred2 + α3 pred3

+ α4 pred4 + α5 pred5 + α6 pred6
(31)

After the ensemble, the performance of the model turns out to be better.
What’s more, Team-5 finds a rule in the training set, and it can be used in the validation

set to improve the model performance. In the training set, a certain user-question pair only
appears once or twice and a user answers the question once at most. Therefore, they assume
that expert won’t answer the same question twice and it is consistent with the reality. When
the user-question pair appears in the validation set and it also appears in the training set where
the user answers the question, they predict that user won’t answer the question again. This
rule helps to boost the performance on the validation set again.

Finally, they get the score of 0.49003 on the final leaderboard. It is 3.69% less than Team-1.

10 Diverse models on different types of matching tasks

In this section, we compare the performance of diverse models on different types of matching
tasks to explore the difference among themodels on different matching tasks (Fig. 6). Totally,
seven matching tasks were involved in the study including:

1. Toutiao: The evaluation metric of ByteCup is NDCG@5 ∗ 0.5 + NDCG@10 ∗ 0.5;
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2. Movielens:Movie recommendation onMovieLens datawith evaluationmetric NDCG@
10;

3. SohuContest: Sohu ProgrammingContest14 on news pictures datawith evaluationmetric
average NDCG;

4. Lung Cancer: Data Science Bowl 201715 on Lung CT images data with evaluation metric
LogLoss;

5. MLSP bird: MLSP 2013 Bird Classification Challenge16 on bird sounds audio data with
evaluation metric micro-AUC;

6. YouTube: Google Cloud &YouTube-8MVideo Understanding Challenge17 on YouTube
videos data with evaluation metric Global Average Precision@20;

7. MSR-video2text: Video to Language Challenge18 on MSR-video2text data with evalua-
tion metric BLEU@4.

Based on the data type of the tasks, we classified the seven tasks into 4 categories. There
are : (1) text vs. text, which means to match text labels with text data, includes ByteCup
and Movie recommendation; (2) graph vs. text, which means to match text labels with graph
data, contains Sohu Programming Contest and Data Science Bowl 2017; (3) audio vs. text,
which aims to match text labels with audio data, includes MLSP 2013 Bird Classification
Challenge; (4) video vs. text, which is to match text labels with video data, includes Google
Cloud & YouTube-8M Video Understanding Challenge and Video to Language Challenge.

The models used in the seven tasks are also classified into four categories including MF-
based models, GBT-based models, R-based models and DL-based models. As shown in
Fig. 6, MF-based models and rank-based models are used only in text vs. text category of
matching tasks, while DL-based models are not employed in these tasks since they are not
performing well (which may due to the severe sparsity of the datasets). MF-based models
usually achieve the best performance in text vs. text category of matching tasks. In addition,
DL-based models achieve the best performance in graph vs. text and video vs. text categories,
which may due to their outstanding power of capturing high dimensional features from graph
and video, and they are also utilized in the audio vs. text category. Finally, GBT-basedmodels
have significant performance in the audio vs. text category.

11 Discussion

In this article, we statistically analyze all the existing solutions for the expert finding problem
in CQA. We summarise the results analysis and the learned lessons in this part.

11.1 Results analysis

We describe the different individual methods used in the task, and also introduce several
types of ensemble learning. And then, we present the results of both of them. It is worth
noting that the different individual methods get scores from 0.3665 to 0.4119 when used
independently. The results of ensemble learning range from a score of 0.49003 to a score of

14 https://biendata.com/competition/luckydata/.
15 https://www.kaggle.com/c/data-science-bowl-2017.
16 https://www.kaggle.com/c/mlsp-2013-birds.
17 https://www.kaggle.com/c/youtube8m.
18 http://ms-multimedia-challenge.com/2016/challenge.
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0.50812. Since the data used in the task is the real data from Toutiao with about 580 million
users, even minor improvements can affect millions of users.

Based on the analysis of the solutions and the observation of the results, we find that the
ensemble methods outperform any of the single models when they were used independently.
That is, ensemble learning really outperforms every single component model, if the two
conditions mentioned in Sect. 8 are both satisfied. Although there are some model with poor
performance, the use of them with other different kind of models leads to a considerable
improvement of the prediction. YES! A weak model in combination with other different
kind of models can still improve the performance of the final ensemble model. In general,
the combination of different kinds of models even with a weak model19 leads to significant
performance improvements over every single component model.

11.2 Important lessons

As known from the No Free Lunch Theorem, none of the algorithms is better than a random
one. In the field of machine learning, there isn’t an almighty algorithm that is applicable
to all situations. Different data sets and different problems have different best algorithms
respectively. In previous years, XGBoost shows its absolute advantage in the structured
data. However, it puts up a poor show than MF-based models in this task. It is a reasonable
explanation that the dataset here is more sparse than movie rating datasets used in previous
tasks.

As noticed, a single model won’t win. This shows that, as expected, the field of machine
learning is getting stronger. This paper witnesses the advantage of ensemble learning applied
to the combination of different learning models. In addition, many mobile social platforms
in China, such as WeChat, Sina Weibo, Toutiao and so on, have hundreds of million users.
Even minor improvements of the solution results can affect millions of users.

Moreover, from the survey of the performance of different models on different types of
matching tasks, we learned that MF-based models and rank-based models are more suitable
for text vs. text matching tasks, DL-based models and GBT-based models achieve the best
results for audio vs. text matching tasks. DL-based models are appropriate for both video vs.
text and audio vs. text matching tasks.

12 Conclusion

This survey paper focuses on the expert finding problem in CQA. Given certain question,
one needs to find who are the most likely to (1) have the expertise to answer the question and
(2) have the willingness to accept the invitation of answering the question. We have reviewed
the most recent solutions and classified them to four different categories: MF-based models,
GBT-basedmodels,DL-basedmodels andR-basedmodels. Experimental results demonstrate
the effectiveness and efficiency of the MF-based models in the expert finding problem in the
crowdsourcing situation.

In the future, several important research issues need to be addressed. First, how to effi-
ciently integrate the implicit feedback is an open problem. Obviously, implicit feedback
becomes increasingly important in practical application, because users provide much more
implicit feedback than explicit one. In addition, explainability is usually ignored in the
research. The existing methods face real difficulties to explain predictions. Finally, how

19 Its accuracy is larger than 0.5.
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to make sure that the established model is no needed to be retrained is a crucial issue in
expert finding in CQA. We hope that the overview presented in this paper will advance the
discussion in the expert finding technologies in CQA.
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