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Abstract—Name ambiguity has long been viewed as a Bekkerman and McCallum [5] propose using Agglomera-
challenging problem in many applications, such as scientific  tive/Conglomerative Double Clustering (A/CDC) to solve
literature management, people search, and social network s yroplem. However, it still needs a predefined threshold

analysis. When we search a person name in these systems,t trol the di bi ti hich b
many documents (e.g., papers, web pages) containing that © CONUrol the disambiguation process, which may be very

person’s name may be returned. It is hard to determine which  different in different applications. Tang et al. [6] employ
documents are about the person we care about. Although Bayesian Information Criterion (BIC) as the criterion to

much research has been conducted, the problem remains estimate the number of persois The idea is to enumerate
largely unsolved, especially with the rapid growth of the people and find a numberk that could maximize an objective

information available on the Web. f tion b d B ian Inf tion Criteri H
In this paper, we try to study this problem from a new unction based on Bayesian Information Criterion. However

perspective and propose an ADANA method for disambiguat-  the approach tends to find a small number; thus when
ing person names via active user interactions. In ADANA, the actual number of persons is large, the approach fails
we first introduce a pairwise factor graph (PFG) model for  to find the accurate number. Another challenge to name
person name disambiguation. The model is flexible and can gisampjiguation is that the data are becoming more and more
be easily extended by incorporating various features. Based on - . . . . .
the PFG model, we propose an active name disambiguation complex and dynamic. This requires Ef‘ name dl_samblguatlon
algorithm, aiming to improve the disambiguation performance  algorithm to be extendable and flexible for different sce-
by maximizing the utility of the user’s correction. Experimental narios. However, most of existing methods are designed for
results on three different genres of data sets show that with only  particular tasks and not easy to be extended. As a result, the
a few user corrections, the error rate of name disambiguation  pagt performance (accuracy) achieved by the state-ofithe-
can be reduced to 3.1%. A real system has been developed algorithms is still under 90%. The result is unsatisfactory
based on the proposed method and is available online. . ; .

and invariably contains a number of errors.

Now, the success of many online social networks of-
fers the opportunity for users to provide feedbacks to
search/mining systems, as well an unprecedented chance
to learn from the users with machine learning algorithms.

Name disambiguation, also known as entity resolutionJt is promising to design an interactive interface for a
web appearance disambiguation, name identification, andisambiguating system to acquire feedbacks from users.
object distinction, has long been viewed as a challenginddowever, we should be aware that the interactive process
problem in many domains. Despite slight differences, themight be tedious, error-prone, and time-consuming. For
general task of name disambiguation is to associate do@xample, in the scientific literature management, an author
uments (or web pages) to different people who share amay have hundreds of publications. The user may soon
identical name. Considerable research has been conductbdcome tired, if she/he is asked aarefully go through all
to deal with this problem, for example [1], [2], [3], [4], her/his publications and those of the others to validate the
[5], [6]. However, the problem remains largely unsolved.disambiguation results. Ideally, it is desirable that tfsach-

On the contrary, it becomes more critical due to the factiguation system caactively select only a few potentially
that information of more and more real-world people arewrong disambiguation results to query the user, instead of
getting online. It is estimated that merely in United States passivelywaiting for user inputs. The problem is referred to
the 300 most common male names are used by more thasactive name disambiguation

114 million people. In this paper, we try to systematically investigate the

The first challenge still remaining in the name disam-problem of active name disambiguation with the following
biguation problem is: given a person name and a collectiogontributions:
of documents containing that person name, how to determine « We precisely define the problem of active hame dis-
the number of distinct persons who share the identical name? ambiguation and propose a method called ADANA
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I. INTRODUCTION



to actively disambiguate person names. In particular, Problem 1:Name Disambiguation.For a given person
we present a pairwise factor graph model, which camamea, a collection of N associated documeni3® and the
automatically determine the number of distinct namescorrespondingV x d attribute matrixX“, our goal is (1) to
in contrast to most conventional models, and can bdind how many distinct persond J the documents should
dynamically refined during the active learning in an ef- belong to, and (2) to cluster th€ documents intd. groups
ficient manner using a novel concept of atomic clusters(persons) with high accuracy.

- To make optimal use of user interaction, we present pjlease note that both subtasks are non-trivial. Most exist-
an interactive disambiguation framework. An influence-ing algorithms fail to tackle the first subtask, by assuming
maximization based active selection strategy has beefhat the numbef. of persons is provided by the user, which

devised to actively select potentially wrong but mostis opviously impractical in real applications.

useful disambiguation re_sults to query the user. It. 'S Another important objective of our work is to study how to
shown to be very effective over alternative strategies

. . . . . _actively leverage user interaction to help name disambigua
on reducing the number of interactions and improving,. : . : )
. . . tion. In particular, we aim to answer the following question
the accuracy on disambiguation. . L . ) . i
We conducted experiments on three data sets: Publica(1) Given the initial results by a disambiguation algorithm
P | which results should we select to query the user? (2) When

tion (a publication d_ata set), CALO (a web page dat he user provides feedbacks (corrections) on the resuls, h
set), and News Stories (a news page data set). Experi-

mental results show that the proposed ADANA methodcould we leverage the feedbacks to refine the disambiguation

5 .
can achieve better performance for name disambiguamc’del' In general, the user can have different types of

tion than several existing methods. Experiments als interactions with the disambiguation system, for example,

demonstrate that with only a few (2-5) active user inter-qe"mg the system which clusters she/he likes and which

: lusters she/he does not like. However, the open intemctiv
actions, our method can reach a performance of 96.9% = . I . . .
. . . o solution makes it intractable to design a feasible activeaa
(by F1-score) for name disambiguation, significantly

) . disambiguation algorithm. Thus in this paper, we confine

outperforming the baseline methods. L ]
e ) ourselves to the pairwise document query, i.e., to query
Organization. Section Il formulates the problem and Sec- hether two documents belong to the same cluster or not.

tion Il describes the data preparation. Section IV presentgaseq on these concepts, we give a precise definition of the
a pairwise factor graph model for name dlsamblguatlonpromem of active name disambiguation:

and Section V introduces our proposed algorithms for active ) . . . . :

name disambiguation by learning from user interaction. We Problem 2: Active Name Dl_samblguatlon. leen_ a
present experimental results that validate the effectisen person names, a sei of as_so_qatec_i docgmer_i[),“ with
of our methodology in Section VI. Finally, Section VII the attribute matrixX®, and initial disambiguation results

discusses related work and Section VIl concludes the paperg ={G1,---,GL}, where each clustef; C D* consists

of a subset of documents iP*, the goal of active name
Il. PRELIMINARIES disambiguation is to refine the disambiguation model by
In this section, we first give several definitions and thenSelecting a number of document pairl;, d;) } to query
present a formal definition of the problem. the user whether the two documents should belong to the

Given a person name, let D® denote a collection of Same cluster or not.
documents (e.g., papers, web pages, or news stories), whichThe objective of active name disambiguation is to achieve

contain the person name i.e., D* = {d{,d3,--- ,d%}. a maximal improvement on the accuracy of disambiguation
Assume that each document can be associated avitlr  after a predefined number of user interactions. The problem
tributes, then we can define av x d attribute matrix X, is very different from existing work on name disambigua-

in which each row corresponds to a document, each columtion. Most existing works such as [2] and [4], try to
an attribute, and an elemeAt;; is the j*" attribute value of improve the performance of automatic name disambiguation.
documentd. For simplicity, if there is no ambiguity in the However, they do not consider user interaction and the
following explanation, we remove the superscriptn the  obtained performance is still unsatisfactory. Davis ef{4l.
notations. have developed an interactive system for disambiguation.

The attributes can be defined differently in different However, they only provide a tool for users to browse and
applications. For example, to disambiguate author namesorrect the disambiguation results, but do not consider how
in a publication data set, the attributes mainly includeto make optimal use of user interaction. In this paper, our
coauthorships, paper title, publication year, and pubboa ultimate goal is to provide a practical and highly accurate
venue; while to disambiguate person names in web pageframework to solve the name disambiguation problem with
the attributes mainly include text words and hyperlinksuser interaction. To the best of our knowledge, there is no
contained in the web pages. Now we can describe theeal system that exploits the active user interaction fon@a
problem of name disambiguation as follows: disambiguation.



Table |

FEATURES FOR A PAIR OF DOCUMENTS(d? AND d). then we define the value of the_ direct Citation feature for
the two documents as 1, otherwise 0. In the CALO data set,
Name Description if web paged¢ has a hyperlink to web page, we say that

Citation | docd; citesd; in the reference, or vice versa. the two web pages have a direct Citation relation. While one

CoAuthor | d; andd; share at least one coauthor (except — may argue that direct citation occurs less frequently, \ge al

CoVenue | d: andd; are published at the same venue define an indirect Citation feature, which illustrates thetf
CoAffiliation | the affiliations of author in d; andd; are the that a researcher may cite papers of his coauthors (e.g., his

same . . . . .
CoAffOccur | the affiliation of authora in d; appears in the advisor). In particular, if documerz_ﬂ;? cites a document with
content of document;, or vice versa authorb and another documen?; is coauthored by, then
TitleSim | similarity between titles ofl; andd; we say thatd} and d{ have an indirect Citation relation,
Homepage| docd; andd; appear on the same homepage  j.e., the value of the indirect Citation feature for the two

documents is 1.
CoAuthor Each document can be coauthored by multiple
I1l. DATA PREPARATION authors. If two documents; andd; have a same coauthor,

Data Set We performed experiments on three differentexcept authora, then the value of the CoAuthor feature
genres of real-world data sets: Publication (a publicatiata ~ between the two documents is defined as 1, otherwise 0.
set from [8F), CALO (a web page data set from [5]), and In the CALO and News Stories data sets, we consider co-
News Stories (a data set from the top two (Business and U.®ccurrence of the person names in the documents.
Politics) of the ten MSNBC news categories on January 2CoVenue Persons with the same name may work in
2007 [9]). Detailed statistics of the three data sets will bedifferent fields, thus publishing in different venues. For
given in the experimental section. In this section, we use thexample in the publication data set, if two documents are
publication data set as the example to explain how we colled®ublished at the same conference or journal, the CoVenue
the data set and how we define the attributes (features). Value of the two documents is defined as 1, otherwise 0. The
For the purpose of problem analysis and performanCéZoVenuefeature contains a lot of noise. We refine the feature
evaluation, we collected 6,730 published papers of 100 aly considering only “uncommon” venues (the number of
thor names. 22 human annotators performed disambiguatid?tblished papers at the venue is less than a threshold).
on this data set. A specification was created to guide th&OAffiliation In some documents, but not all, we may have
annotation process and each paper was labeled by at ledbe affiliation information. If a same affiliation appears in
three annotators. Each paper is associated with a numbEpth documentd; andd;, then the value of the CoAffiliation
indicating the cluster that it has been assigned to. Théeature of the two documents is defined as 1, otherwise
annotation was carried out based on the publication list o®- In the publication data, the affiliation information can
the authors’ homepages, the affiliation and email addressd¥ extracted from the metadata of each paper. Please note
in the PDF files. There are a few extreme cases (less thdhat the affiliation itself may have the ambiguity problem.
1%) that even human cannot judge which person (cluster) ahus we use a university name dictionary and heuristics
paper belongs to. For such cases, we assigned this papertfp hormalize the affiliation names before generating this
an “other” cluster. For disagreements in the annotation, wéeature.
had more annotators to double-check and finally conducte&0AffOccur In practice, the available affiliation informa-

“majority voting”. tion in the documents (papers) is very limited. Statistics
o show that only 45% of the papers in the publication data
A. Feature Definition set have the affiliation information in their metadata in-

In the publication data set, each paper is associated witformation. On the other hand, such information is usually
a set of attributes: coauthors, title, publication venugh-p hidden in the content. For example, the content of a paper
lication year, references, paper content, and affiliatigxss  usually contains the names of coauthors and their affihatio
our approach always tries to deal with a pair of documentgnformation on the top of the first page. Thus the feature is
instead of a single one, we take each pair of documents adefined as whether the contents of two documents contain a
the basic unit in our algorithm framework and define thesame affiliation. To avoid noise and improve the efficiency,
following features for a document pair: Citation, CoAuthor we consider only the first 500 words of each document.
CoVenue, CoAffiliation, CoAffOccur, TitleSim, CoHome- TitleSim This feature evaluates the keyword-based similar-
page, as summarized in Table |, and detailed as follows. ity of titles between two documents. In particular, we use
Citation It is possible that an author cites his own paper,the vector space model to represent each title (with TFIDF
but seldom cites a paper authored by another author wites the value of each word), and then use cosine similarity
the same name. Thus, if documet cites documenti?, ~ between two titles as the feature value.

CoHomepage If two documents (papers) appear together
Lhttp://arnetminer.org on a person’s homepage, then it is very likely that the two



forms the observable variables of the PFG model. The hid-
den variabley” = {y12,-- - ,y5¢} are defined corresponding

to the observable variables. A pairwise factor graph model
is then constructed based on this formulation. Typicallg, w
hope that a model can best fit (reconstruct) the observation
data (observable variables), equivalently, a configunatib

Y can maximize a defined objective function. In general, we
can define the objective function as the generative likeliho

of the hidden variable¥™ given all the observable dats:

------ p(Y|X) :%GXP{Z D wi fu(Xi X5, yig)

i#j k 1)
Model input: document pairs
+ > g, yk) + D ahi(a,yis)}
gk l

Figure 1. Graphical representation of the pairwise factoaph “ij €F

model. {di,...,ds} are six documents .With vari?us relations (featurles); where fk(xi,xj,yij) is a feature function defined for the
{(x1,%2),- -+ ,(Xs,Xs)} are observable variables defined based on the |nputpair of document:édi,dj); egl; is an edge on the PEG graph
documents{yi2,- - - ,yse} are hidden variables defined for all pairs of documents, J

connectingy;; and y;; basically, we define a correlation
with each element representing whether the corresponding pair of documents shou{géature function between two observable variables if they
belong to the same cluster or ngft(.) represents a feature function defined for each share one document. e QX1 X2) and (X2 XS)' hl(a " )

pair of documentsg(.) represents a correlation (or constraint) function defined over is a constraint functi7on ' def;ned over.; ’wk ,# an’d l(;l

YRl ’ ’

are weights of the corresponding feature functions. The
objective function has three types of feature functions:
documents (papers) belong to the same person. We use Document-pair feature function fi (x;, X;, ;). It rep-

a classification-based method to find the homepage of a resents features defined for each pair of documents
person. Specifically, we first use Google to find relevant web (

pages to a given person name, and then use the classification_ C
model to identify whether a returned web page is a home-
page or not. The classification model is trained using SVM-
light \_N_ith a labeled Fraining data set. The prgcision of the straint defined ony;;.
classification model is 91.39% and the recall is 78.3%. Our . . . L

preliminary experiments show that about 67% homepages The feature functions can be instantiated in different

can be found by this approach, and the results show thayays for different applications. In Section Ill, we use the

this feature is very useful and can significantly improve thepubhcatlon d"?lta as the example to introduce how we define
disambiguation performance. document-pair features. For most features, we consider the

. 14 7 J—
One thing we need to mention is that not all of these?S Pinary features. For examplfiz1y = “KDD”, z33 =

attributes are available in the data set. For example, in tha-‘KD D”,y12 = 1) represents if both documents (papers)

the hidden variables antl(a, y;;) denotes a constraint function defined gyy.

iy dj).

1y Ug

orrelation feature function g(y;;, y,%). It denotes the
correlation defined betweey; andy;y.

« Constraint feature function h(a,y;;). It denotes con-

publication data set, there are only 31.2% papers having® and dgslve{]ue.:,harethK[:(D tand thley grel as?]gnec_i too
the corresponding content information (PDF files), 47% N s_ra'ltrres'c uster, d (fe'n ti ca ll“'re VE; liﬁ 'Sf ,to erwise I.
papers having the references, 45% papers having the authofX! TleSim, we define the value of the feature as rea

affiliations, and 67% author names having correspondin%alue‘ Correlation feature function is useful for modeling

homepages. Also the attribute values may contain noise. duarantee the logic consistency. For example, when= 1
andys3 = 1, we should havey;; = 1 as well.h(a, y;;) is a

IV. NAME DISAMBIGUATION VIA PAIRWISE FACTOR constraint feature function. It is used to incorporate theru
GRAPH MODEL feedbacks into the graph model. We see such a formulation

In this paper, we formalize the problem of name disam-€legantly combines all the different types of features ded t

biguation in a pairwise factor graph (PFG) model. The basi¢!Ser feedbacks into a unified model.

idea is to associate each pair of documents (d,0andd;) Inference Now, our problem is how to solve the objective
with a hidden variabley;;, representing whether these two function (Eq. 1), in particular, how to learn the parameters
documents should be assigned to the same clugtee1) 6 = ({ww}, {u}, {ou}) and the unknown hidden variables
or not (y;; = 0). For example, Figure 1 shows a simple Y. However, without any constraints (e.g., user feedbacks or
example of a PFG. The input is a person nan@nd the col- labeled training data), it is infeasible to learn the parizmse
lection of document®® = {d;,ds,--- ,ds}. We generate a ¢ and the hidden variable¥™ together. The general idea
set of document pairX = {(x1,X2), - ,(X5,Xs)}, which  here is that when there is no constraint, we simply set the



Algorlthm 1 The MH-based Iearning algorithm for PFG. V. ACTIVE NAME DISAMBIGUATION
Input: number of iterations

Output: learned configuration for” Given the initial results by a_disar_nbigugtion_algorithm
1: Initialize all 6 = ({wx}, {u}, {ou}) as 1 (e.g., by the PFG model), which disambiguation results
2: Initialize all hidden variabley” = {y;;} with y;; =0 should we select to query the user? In particular, in our
3: repeat ] o . problem, which document paifgd;, d;) } should we select
gf (;//0, sim?lye/g/?ew configuratiori” based ony(Y"|Y) to query? Moreover, when the user provides feedbacks (cor-
6; o m(i]n(p(?/,;(ﬁ)’l) rections) on the c_jisambiggation_ resglts, how to efficiently
7 toss a COiZIZl(S écbgrding to aBernoulli(r, (1 — 7)) qnd effectlvely refine the dlsamblguatlon (P_FG) model? The
8 if (s=1) then first problem is referred to as active selection and therlatte
o: % accept the new configuratiori’ is called model refinement.

10: Y <Y The goal of active selection is to select tépdocument
E ungf‘é(;fnver ence pairs to query the user. Recently, the problem of active
13 return Y: 9 learning has seen a growing interest. For example, in [14],

the authors focus on how to acquire the labels for a few
nodes at inference time to improve the accuracy; in [15],
an algorithm is proposed to effectively exploit the links

between network data and the interactions between the

weights of all feature functions as 1 and aim to leam thfuca| and collective aspects of a classifier to improve the
hidden variables”. When the user provides feedbacks 10 accyracy of learning from fewer labeled examples. There

the system, we update the weights of feature functions.  4re several basic requirements for the active selection: (a
It is still intractable to do exact inference in such athe K document pairs are the most uncertain ones by the
probabilistic graphical model. The intrinsic difficulty te  disambiguation algorithm; (b) feedbacks on fkiedlocument
calculate the normalization factof, which sums up all pairs can be used to help correct the other disambiguation
possible configurations of. This makes the complexity results; (c) the active selection should be efficient.
exponential to the number of nodes in the graph. Several A straightforward solution to the active selection problem
methods have been proposed to address this problem, sutshto select the most uncertain results by the disambiguatio
as Junction Tree [10] and Belief Propagation [11], to ob-algorithm.
tain an exact solution. In this paper, we use a samplingUncertainty-based Active Selection (UB) According to
based Metropolis-Hastings (MH) algorithm [12], a partaoul Eq. 1, we could have the probability of two documents
Markov-chain Monte Carlo method to achieve approximatebelonging to the same cluster, i.e.,
inference. The advantage of the MH algorithm is that it can
derive a global gradient update for each parameter (or hidde p(y,; = 1|x;,x;,6) = Ziexp{z wi fr (X, X5,y = 1)} (2)
variable), thus can obtain better performance. ! k

The learning algorithm is summarized in Algorithm 1. In If p(y;; = 1|x;,X;,0) = 0.5, we say that the disam-
each iteration of the learning algorithm, by the Metropolis biguation model is the most uncertain about the document
Hastings algorithm, we first sample a new configurationpair (d;,d;). p(y;; = 1|.) = 1.0 andp(y;; = 1|.) = 0.0
Y’ conditioned onY" according to a proposal distribution respectively denote that the model is confident in that the
q(Y'|Y'), which is defined over all possible configuration two documentsi; and d; should be clustered together and
space). The algorithm accepts the new configuration with should not be clustered. Based on the probability, we define
an acceptance ratio. The proposal distributiory(Y”’|Y") a confidence score for a document pir, d;) as
can be defined in different ways. In this paper, we adopt the
adaptive proposal distribution [13] with our attribute niat
X. We pick a clusterc; randomly and use the attribute
matrix to determine the probability that all documents in An uncertain document pair will have a low confidence
the cluster are coreferent. So with probabilitythe cluster  score. Therefore, we select tf#é most uncertain document
is selected for a merge, and by computing the probabilitypairs with the lowest confidence scores according to Eqg. 3.
distribution p; over ¢; being coreferent with each other Influence Maximization-based Active Selection (IM) The
cluster, we can draw a clustey ~ p; to merge withc;. Also  uncertainty-based method considers only the local inferma
with probability 1 — ¢ clusterc; is selected for a split, and tion between two documents, but ignores the global informa-
by randomly selecting two documends andd; in ¢; and  tion. We further propose a method which considers influence
placing them in separate clustetsandc;,, we can compute between documents. Intuitively, when a user corrects a
a Bernoulli distribution for each remaining document anddocument pair, it is expected that the correction can be
decide whether to assign them dg or cy. propagated to the neighborhood pairs to further corre@roth

COTLf(di, dj) = ‘p(yi] = 1|Xiaxjv 0) - 05‘ (3)



potential errors. To this end, we present a variation of theAlgorithm 2 Atomic cluster generation.
linear threshold model [16]. Input: A list of publications which all share same author name

] Output: A list of atomic clusters
jkWe define the .document pa(di’dj) as the node gnd 1 Féort the publications in the descending order of their published
e;; as the edge in the linear threshold model;, d;) is year.
called active Wheryij is determined. In this model there 2: Create an empty atomic cluster list= {(I)}’
is a threshold which represents the confidence score for3: for each publicationi; in D* do
the document paifd;, d;). When a pair is activated by the 4:  for each cluster, in the atomic cluster list do
user, the gained score will be propagated to the other nodes' i ?as.'C'iﬁs'f'e”ﬁilf cjt). fd,ﬁ) .thte“th ustere.
in the PFG model uniformly. For example, one document . endsifS'gn © publication; info the clustete;;
pair node (d;,d;) has a confidence score 0.1. When the g. end for
user specifies that the two documents should be assigned: if no cluster assigned with publicatieif then
to the same person, i.e:gnf(di, dj) = 0.5, thus the gained 10: C(eate a new cluster, with d¢ and addcy, to the listc;
score is0.5 — 0.1 = 0.4. Suppose in the PFG model, E engr}gr'f
the node(d;, d;) has three neighborhood nodes, then each—
neighborhood node will receive a propagated sc@ﬁa

Further, we define an uncertain threshold (usually defined as . 4 infeasible f i ¢ th
the average uncertain score of all nodes). If the Conﬁdencgme-consumlng and infeasible for an online system (the

score of a node is above the threshold, we call it active isambiguation model is up_dated dynamically based on user
node, otherwise inactive node. Now, the problem is to choosgeeddt;agks andd'thetsilr:actlc?n Shb(?UId falso bz (Iiyn\;a\l/mltcr?lly
the node which can maximally activate the other nodes b)}'p ated according to the disambiguation model). We thus

propagating its gained score. The problem is obviously npPresent an atomic cluster-based method to improve the effi-

hard, and the proof and the approximate greedy algorithrr?iency‘ The idea is to first cluster the documents into atomic
are given in [16]. In this paper, we consider a Simlolifiedclusters. Each atomic cluster is a cluster of documents in

version of the greedy algorithm, which is validated to beWhiCh documents are closely connected (e.g., the probabil

effective and more efficient. Specifically, in each iteratio plyi; = 1|.) > threshold). Documents with similarity
we select a document pair node with less than the threshold will be assigned to disjoint atomic

clusters. We explain the atomic cluster using an example
maxy,; 0 g(Yij, Yir) (4)  from the publication data set: if two document$ and
lfer d$ have two or more common authors exceptwe group

] o ) ) the two documents into an atomic cluster. In this way, our
Model Refinement The objective of this step is to update ,cive selection is performed on the cluster level instead
the disambiguation model based on the user feedbacks. A the document level. This could significantly improve the

for the PFG model, the task is cast as updating the paramegiciency. Correspondingly, the selection criteria (Ejand
tersd by maximizing a conditional probability(Y'|X) (Ed. 4 are defined based on the atomic cluster by aggregating
1). Regarding the model refinement, we further have thgne scores of all document pairs in each atomic cluster.
constraint function derived from the user feedbacks. Her‘?klgorithm 2 shows the atomic cluster generation process.
we adopt the SampleRank [13] algorithm to update the Agq the bias-classifier, we use an adapted AdaboostM1
parameters € {wr, p; cu}. o [17], [18]. In particular, we aim to find atomic clusters
By collecting user data and manually checking its Cor-ith high precision (but not necessarily high recall). I ou
rectness, we can obtain the probabililythat user feed-  getiing, we want to minimize the number of false positives

back is_ _correct (toward be.tter cI_uster partition). ThushwiF while tolerating the possible false negatives (thus caies
probability A the new configuration (proposed by user) is gjassifier). In order to bias the classifier, we introduce a

preferred, indicated by scoring metii¢y’, y) > 0, and With o |ated notion of asymmetric loss Asymmetric Loss [19]:
probability 1 — A we haveS(y’,y) < 0. Then we update the

parameter according to: VE if yi; =0 andC(di, d;) =
ALoss = =

) , , ﬁ if Yijs = 1 andC’(di,dj)
g_{d 0—n-dyy S50, y)<0 andM(y',y) >0 ©)
0+n- ¢, ifS,y)>0 andM(y',y) <0

1
0 (6)

0 ot herwi se
where false positives costtimes more than false negatives,
where 7 is the learning rate and/(y',y) = ¢, , -0 andC(d;,d;) = 1 indicates that two documents and d;
is the unnormalized log probability ratio according to theare in the same atomic cluster adt{d;, d;) = 0 indicates
Metropolis-Hastings Model. they are not.
Improving Efficiency by Atomic Cluster In practice, Our final clustering process stems from observations on
however, in both the above selection criteria, we need tdhow human beings disambiguate publications: (1) People
enumerate all possible document pairs, which is obviouslyvould like to start from the most recent paper, when there



Table Il

STATISTICS OF THE THREE DATA SETS and CONSTRAINT [21]. In the SA-Cluster method, we
use coauthor relationship as the edge, and all the other
PDglt_a St_et #Nl%f(‘;es #Fl’e?fggns #D%C;J?%e”ts relationships as the attribute features. In DISTINCT and
uplication y y . .
CALD 1 187 1085 QO!\ISTRAINT, we use all the information to calcgla’ge
News Stories| 380 755 20 similarity between papers. In HAC, we search each citation

in Google Engine and weight by its IHF. On the CALO
data set, we compare with the LS+A/CDC method in [5].
is no ambiguity problem because there is only one papef@n the News Stories data set, we compare with the baseline
(2) By going on checking more published papers, peoplénethod and the proposed method in [9]. In the rest of this
always would like to adopt the “easy first” and “high section, we will first present experimental results of name
confidence first” strategy, that is, people first cluster thedisambiguation by different methods on all three data sets
papers that she/he is more certain about; (3) For the regtnd then focus on the detailed analysis and active name
papers that might be somehow difficult, people would adoptlisambiguation using the publication data set.

some compromising method. Our algorithm matches th
three points above. We sort the papers by their publishe
years, find atomic clusters, and employ the PFG model to As all the comparison methods require the number of

. Results of Name Disambiguation

obtain clustering results. persons sharing the same name, we use the actual person
number in the labeled training data as the input. Our method
VI. EXPERIMENTS does not need the number as input.

In this section, we present experimental results of theResults on Publication Data Set Figure 2 shows the
proposed ADANA to evaluate its effectiveness. All data setsaverage disambiguation performance on the publicatioa dat

codes, and related tools are publicly availaBle. set by the different methods in terms of pairwise preci-
) ) sion, recall and F1l-score. We see that our method clearly
A. Experimental Setting outperforms all the comparison methods. On average, our

Data Sets We perform our experiments on three different method achieves a precision of 95.4%, recall 85.6%, and
genres of real-world data sets: Publication, CALO, and News$-1-score 89.2%. Table Il lists details of the experiments
Stories. Statistics of the three data sets are listed ineTiibl on each of the 100 author names. In general, our method
and more details are available online. can achieve good performance-85%). For a few cases
« Publication [8]. The Arnetminer system has col- such as J. Guo and Rafael Alonso, even human cannot
lected about 1,300,000 publication papers from DBLP,make a good disambiguation. The results also indicate that
450,223 papers from IEEE, 1,343,442 papers and@utomatic name disambiguation is still insufficient, even
3,687,675 citation relationships from ACM. By com- With the various features, thus user interaction is necgssa
bining all the papers and removing papers with incom-In addition, our method can accurately find the number of
plete information, we finally have a publication data persons. Due to space limitation, we do not list the results
set of 1,632,442 papers and 3,021,489 citation relationbere. Interested readers please refer to the online hage.
ships. For evaluation, we manually labeled 6,730 papers Here we perform analysis to evaluate the contribution
for 100 author names. of different features defined in our method. We first rank
« CALO [5]. It contains a labeled data set of 1,085 Webthe individual features by their performance, then addehos
pages for 12 person names. The data set is the emdatures one by one in the order of their disambiguating
directory of one participant (i.e., Melinda Gervasio) of power. In particular, we first use CoAuthor (A), followed by
the CALO project. The 12 names appear in headerg&dding CoAffiliation (O), and then Homepage (H), TitleSim
of messages in the email directory. On average, eachl), Citation (C), CoVenue (J), and CoAffOccur. In each
person name corresponds to about 15 different personstep, we evaluate the performance of our method. Figure
The task is to associate the emails to different persons3 shows the average pairwise precision, recall and F1-
« News Stories [9]. It consists of 755 ambiguous entitiesscore of our method with different feature combinations.
appearing in 20 news pages. The task is to cluster thBy adding a new feature, our method clearly improves
ambiguous entities into different groups. the disambiguating performance, which indicates that our

Evaluation Measures and Baseline MethodsWe evaluate Method works well by integrating the different features for
the proposed method in terms of Precision, Recall, anf@me disambiguation and each defined feature in our method

F1 score. On the publication data set, we compare oufCntributes improvement in the performance.

method with several existing methods for name disambiguaResults on CALO Data Set Table IV lists the results of our
tion, including SA-Cluster [20], DISTINCT [4], HAC [3], Method and the LS+A/CDC method in [5] on the CALO data

set. We see that our approach outperforms the LS+A/CDC
2http://www.arnetminer.org/disambiguation method, with 1.2% improvement on F1-score.



Table Il

RESULTS FOR THELOOAUTHOR NAMES ON THE PUBLICATION DATA SET.

Name Rec.| Prec.| F1 Name Rec.| Prec.| F1 Name Rec.| Prec.| F1 Name Rec.| Prec.| F1
Michael Smith | 0.79| 1.0 | 0.88 Philip J. Smith 0.84| 0.85 | 0.85 Yoshio Tanaka | 0.86| 1.0 | 0.92 Yang Yu 0.84| 1.0 | 091
Jose M. Garcia | 0.95| 1.0 | 0.97| John F. McDonald | 0.88| 1.0 | 0.94 Z. Wang 0.9 | 0.75 | 0.82 Yue Zhao 0.98 | 0.92 | 0.95

Lu Liu 09| 0.89| 0.9 Jing Zhang 0.84| 0.71 | 0.77 David Cooper 09| 10 | 0.95 John Collins 1.0 | 1.0 | 10

Wen Gao 0.97 | 0.98 | 0.97 Fan Wang 0.94| 1.0 | 0.97 F. Wang 10| 1.0 | 1.0 | Keith Edwards | 0.41| 1.0 | 0.58
Hui Fang 0.98| 0.98 | 0.98 Paul Wang 0.86| 1.0 | 0.92 Alok Gupta 09 | 1.0 | 095 Hui Yu 0.95| 0.83 | 0.88
Qiang shen 10| 1.0 | 1.0 Kai Tang 0.87| 1.0 | 0.93 Ping Zhou 0.82| 1.0 | 0.9 Yan Tang 0.93| 1.0 | 0.97
Peter Phillips 0.74| 1.0 | 0.85 Wei Xu 0.82| 099 | 0.9 Michael Lang 10| 1.0 | 1.0 Manuel Silva | 0.97 | 1.0 | 0.98
Charles Smith 1.0 | 1.0 | 1.0 | Thomas Zimmermann 0.91| 1.0 | 0.95 Yu Zhang 0.81| 0.76 | 0.79 Kuo Zhang 0.82| 0.87 | 0.84
Thomas Meyer | 0.72| 1.0 | 0.84 William H. Hsu 0.88| 1.0 | 0.94 Frank Mueller 0.92| 1.0 | 0.96 Gang Chen | 0.55| 0.72 | 0.63
Xiaoming Wang | 0.88| 1.0 | 0.94 Eric Martin 10| 1.0 | 10 Kai Zhang 0.83| 0.89 | 0.86 Fei Su 10| 1.0 | 10
Paul Brown 0.73| 1.0 | 0.85 Jie Tang 10| 10 | 1.0 Feng Liu 0.57 | 0.55 | 0.56 | Robert Schreiber 0.77 | 1.0 | 0.87
Satoshi Kobayash| 0.76 | 1.0 | 0.86 Lei Jin 1.0 | 1.0 | 1.0 | R. Balasubramanian0.69 | 1.0 | 0.82| David Jensen | 0.92 | 0.96 | 0.94
Thomas Wolf 0.87| 1.0 | 0.93 Li Shen 0.79| 0.99 | 0.88 Hao Wang 0.78| 1.0 | 0.88| Robert Allen | 0.87| 1.0 | 0.93
Steve King 0.46| 1.0 | 0.63 Lei Chen 0.87| 0.96 | 0.91| Koichi Furukawa | 0.92| 1.0 | 0.96| Thomas Tran | 1.0 | 1.0 | 1.0
Thomas Hermann| 0.71| 0.98 | 0.83 J. Guo 0.67| 04 | 05 John Hale 0.83| 1.0 | 091 Jie Yu 10| 1.0 | 1.0
Yun Wang 0.71| 1.0 | 0.83 Ji Zhang 0.96 | 0.78 | 0.86 Mark Davis 0.99| 1.0 | 0.99| David Brown 1.0 | 1.0 | 10
Cheng Chang | 0.65| 1.0 | 0.79 Gang Luo 0.94| 0.98 | 0.96 Xiaoyan Li 10| 1.0 | 1.0 Bin Li 0.95| 0.55 | 0.69
Bing Liu 0.97 | 0.97 | 0.97 R. Ramesh 0.69| 1.0 | 0.82 Jianping Wang 1.0 | 0.89 | 0.94| Barry Wilkinson| 1.0 | 1.0 | 1.0
David E. Goldberg| 0.99| 1.0 | 1.0 Feng Pan 0.58| 0.99 | 0.73 David Nelson 0.72| 1.0 | 0.84 Lei Fang 1.0 | 1.0 | 10
Rakesh Kumar | 0.94| 1.0 | 0.97| Thomas D. Taylor | 1.0 | 1.0 | 1.0 Jeffrey Parsons | 0.93| 1.0 | 0.97| Richard Taylor | 0.7 | 0.98 | 0.82
Jim Gray 0.86| 1.0 | 0.92| Juan Carlos Lopez | 0.94| 1.0 | 0.97 Sanjay Jain 0.98| 1.0 | 0.99 Ajay Gupta 0.56| 1.0 | 0.72
David Levine 0.95| 0.91 | 0.93 Shu lin 0.82| 1.0 | 09 Michael Siegel | 0.87| 1.0 | 0.93 S. Huang 1.0 | 1.0 | 1.0
Bin Zhu 0.81| 0.98 | 0.88 Young Park 0.84| 1.0 | 0.91 Yi Deng 1.0 | 09 | 0.95| Daniel Massey| 1.0 | 1.0 | 1.0
Bob Johnson 0.4 1.0 | 0.57 Michael Wagner 0.63| 1.0 | 0.77 Ning Zhang 0.91| 1.0 | 0.95| David C. Wilson| 0.93| 1.0 | 0.96
Wei Wang 0.94| 0.68 | 0.79 Yong Chen 0.72] 0.86 | 0.78 Rafael Alonso | 0.38| 1.0 | 0.55 Bin Yu 0.93| 0.92 | 0.93
—_— Table IV
‘ =§':;3'°" ‘ ‘ RESULT ON THECALO DATA SET.
[ q
M Method Recall | Precision | F1-score
[ _ , LS+A/CDC [5] | 0.745 0.869 0.803
| Our Approach | 0.761 0.878 0.815
Table V
il RESULT ON THENEWS STORIES DATA SET
1 Method | Baseline in [9] | Approach in [9] | Our Approach
) Accuracy 0.517 0.914 0.973
HAC
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Figure 3. Feature contribution analysis.
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Results on News Stories Data Sefable V lists the results

of our method on the News Stories data set. The accurac
of the two comparison methods are obtained from [9]. Wi
see that our approach clearly outperforms both the baselin

[9]) to 97.3% in our approach (our method also achieves a
recall of 91.1%, precision 82.4%, F1-score 84.8%)

C. Results of Active Name Disambiguation

As the CALO only contains 12 persons and the News
Stories only has 20 news pages, for the active name disam-
biguation, we focus on the Publication data set. In pawicul
we compare the results of the proposed algorithm for active
name disambiguation and name disambiguation with random
selection (randomly selecting a pair of documents to query
the user for feedbacks). We also evaluate the effectivesfess
the model refinement. Table VI shows the results of active
name disambiguation. Figure 4 shows the variation of F1-
score with the number of queries. We see that only with 5 ac-
ive interactions by our approach (with IM), we can achieve a
erformance of 95.9% in terms of PairwiseF1 score; with 10
%ctive interactions, we can obtain a performance of 96.9%,

method and the pI’OpOSGd mEth_Od in [9]’ with improvemen_t 3Here we only list the score of accuracy as it is the only metrisented
on accuracy from 51.7% (baseline) and 91.4% (proposed im [9]. We have confirmed that with the authors of [9].



IHFs. Chen et al. [26] study how to combine the different

- -Random Selection-MR A ! A ) )
05| & Random Selectom MR e 1 disambiguation approaches and propose an entity resolutio
ctive Selection (wil -+ . . .
—o— Active Selection (with IM)#MR [ © ensemble framework, which combines the results of multiple
0.96 B

base-level entity resolution systems into a single satutm
improve the accuracy of entity resolution. Whang et al. [27]
- propose an iterative blocking framework where the resolu-

Fl-performance
o
©o
S

092 ot /: tion results of blocks are reflected to subsequently preckss
aeeemA L blocks. Wick et al. [28] propose a unified approach for
A, ‘ schema matching, coreference and canonicalization. How-
° 2 mber of quens 20 %0 ever, most existing methods ignore user interaction. The

. Numb: ies .
Figure 4. How F1-Score varies with the number of queries. disambiguation performances of these methods vary between

70%-88%. With the increase of the complexity of the data

which is much better than the random selection strategyset, the performance of these methods degrades quickly (e.g
With 5 active interactions, the performance gain of ourwhen we directly apply the methods to our data sets).
approach (6.7% with IM) is more than 500% of the random A few algorithms also try to consider user interaction,
selection strategy (1.2%). such as [7] which provides an interactive system. The system

We can also see that the strategy of influenceallows the user to locate the occurrences of named entities
maximization-based active selection performs better than within a given text. However, it only allows the user to
uncertainty-based strategy. With 5 active interactiohg, t correct the mistaken disambiguation she/he found, but does
performance gain obtained by the influence maximizationnot consider how to maximize the user guidance (such as
based strategy is 6.7% against 3.8% by the uncertaintydbaseorrection propagation). Some other works also consider
strategy. This indicates that a selection strategy usirg on the large-scale issue in name disambiguation. [9] presents
local information is insufficient and a strategy by consiogr large-scale system for the recognition and semantic disam-
both local and global information is necessary. biguation of nhamed entities based on information extracted
from Wikipedia and Web search results. However, in a large-
scale system, it is highly infeasible for the user to maryuall

Generally speaking, existing methods for name disameheck the disambiguation results. It is extremely necgssar
biguation mainly fall into three categories: superviseddd, to have a mechanism that can actively select a small number
unsupervised-based, and constraint-based. The supgrviseof results to query the user so as to maximally improve the
based approach (e.g., [1]) tries to learn a classificatiodaho disambiguation accuracy.
for each author name from the human labeled data. Then the Also there are works of name disambiguation with active
learned model is used to predict the author assignment déarning like [29], which proposed a supervised online
each paper. In the unsupervised-based approach (e.g., [Zctive selection support vector machine algorithm (LASVM)
[4]), clustering algorithms or topic models are employedand used active sample selection by choosing the most
to find paper partitions. Papers in different partitions areinformative sample which should be the one closest to the
assigned to different persons. The constraint-based appro hyperplane. However, they only validate the approach on a
also utilizes the clustering algorithms. The differencéhit  small publication data set with 10 author names and 3,335
user-provided constraints are used to guide the clusteringublications. In this paper, we propose a flexible pairwise
towards better data partitioning (e.g., [22], [21]). factor graph model, which can be easily extended to differen

Recently, a few efforts have been made to combine thapplications, and has been validated on the publicatioa, dat
graphical information or external information to help nameweb page data, and the news story data.
disambiguation. For example, McRae-Spencer and Shadbolt
[23] present a graph-based approach to author disambigua- VIII. CoONCLUSION
tion on large-scale citation networks by using self-oitati In this paper, we study the problem of active name
and coauthor relationships. The approach can achieve a higlisambiguation. We propose a pairwise factor graph (PFG)
precision but a relatively low recall. Bunescu and Pascé [24model, which is able to incorporate various types of feaure
propose a disambiguation method based on SVM kerneds well as user feedbacks into a unified model. Based on
by exploiting the high coverage and rich structure of thethe PFG model, we propose an active name disambiguation
knowledge encoded in an online encyclopedia. Yu et al. [25plgorithm to improve the disambiguation performance by
have developed supervised approaches to identify the fulctively select and query the user with document pairs.
forms of ambiguous abbreviations within the context theyExperimental results show that on all the three different
appear. In [3], a search engine based on clustering methagenres of data sets our proposed method clearly outperforms
is proposed. It represents the features of each citation @be existing methods. Experiments also show that with only
relevant URLs from search engine and weights it by itsa few user corrections, the error rate of name disambiguatio

VIl. RELATED WORK



Table VI
RESULT OF ACTIVE NAME DISAMBIGUATION. MR: MODEL REFINEMENT, UB: UNCERTAINTY-BASED ACTIVE SELECTION IM: | NFLUENCE
MAXIMIZATION -BASED ACTIVE SELECTION

Method Random Selection-MR Random Selection+MR Active Selection (with UB)+MR | Active Selection (with IM)+MR
#Query | Recall | Precision| Fl-score| Recall | Precision| Fl-score| Recall | Precision| F1-score | Recall | Precision| F1-score
0 0.856 0.954 0.892 0.856 0.954 0.892 0.856 0.954 0.892 0.856 0.954 0.892
2 0.857 0.954 0.893 0.867 0.953 0.899 0.896 0.953 0.915 0.892 0.955 0.921
5 0.855 0.954 0.891 0.873 0.953 0.904 0.922 0.952 0.930 0.976 0.953 0.959
10 0.863 0.956 0.897 0.885 0.951 0.909 0.937 0.953 0.939 0.994 0.952 0.969
20 0.889 0.963 0.917 0.905 0.959 0.926 0.958 0.953 0.952 0.996 0.951 0.969
30 0.903 0.964 0.927 0.915 0.961 0.933 0.965 0.953 0.955 0.997 0.951 0.969

can be reduced to 3.1%. A real system has been developgt¥4] M. Bilgic and L. Getoor, “Active inference for collective

based on the proposed method and is available online. classification,” inAAAI'10, 2010.
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