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Abstract

With the rapid proliferation of social media, more
and more people freely express their opinions (or
comments) on news, products, and movies through
online services such as forums, discussion group-
s, and microblogs. Those comments may be con-
cerned with different aspects (topics) of the target
Web document (e.g., a news page). It would be in-
teresting to align the social comments to the corre-
sponding subtopics contained in the Web documen-
t. In this paper, we propose a novel framework that
is able to automatically detect the subtopics from a
given Web document, and also align the associated
social comments with the detected subtopics. This
provides a new view of the Web standard documen-
t and its associated user generated content through
topics, which facilitates the readers to quickly fo-
cus on those hot topics or grasp topics that they are
interested in. Extensive experiments show that our
proposed framework significantly outperforms the
existing state-of-the-art methods in social content
alignment.

1 Introduction
With the rapid development of social media, more and more
people express their opinions and comments on daily news,
products, movies and various Web documents through dif-
ferent social media platforms. For example, in many news
portals, users can leave their comments on various aspect-
s/topics of a news article. On Twitter, users post the URL of
a Web document together with their personal views, followed
by streams of posts generated by friends and other people.
Figure 1 illustrates a news article about Boehner1 in Yahoo!
News, as well as corresponding comments dedicated to a spe-
cific topic in the article, such as vote, relief bill, tenure of of-
fice, national debt, etc.

A popular document often attracts a bulk of social discus-
sions. Our preliminary statistics show that the average num-

1http://news.yahoo.com/blogs/ticket/john-boehner-elected-
speaker-house-190301689–politics.html

bers of comments for top news in Yahoo!2 and Sina3 are
5684.6 and 9205.4 respectively (on Nov, 2012). What kinds
of topics did the users discuss? How to align the user gener-
ated comments to the corresponding topics contained in the
Web document? The objective of this research is to design
a principled framework to automatically align the social con-
tent (user generated comments) to the topics contained in the
Web documents, briefly referred to as topic level social con-
tent alignment. This can facilitate users to quickly focus on
those topics that they are interested in and explore the user
generated content at topic level.

We propose a two-phase framework to address the social
content alignment issue. In the first phase, we extract topics
from both Web documents and social content. One straight-
forward idea is making use of probabilistic topic model on
documents and social content independently, and then align-
ing the extracted topics on both sides, but it is difficult to
guarantee the consistency between the two different topic set-
s. An alternative method is that we can model the Web doc-
uments and social content together, but there is a risk that
topic bias may occur because of the extremely unbalanced
volumes between them. Moreover, both methods ignore the
dependency between social content and the Web documen-
t. We observe that the user generated comments are usually
based on the content of Web document. In this paper, we
propose a novel document-comment topic model which can
effectively exploit the dependency between Web documen-
t and social content by using two correlated generative pro-
cesses. Particularly, we first employ standard LDA to mod-
el sentences in Web documents, and for comments modeling,
we use a Bernoulli distribution to determine whether it is gen-
erated from a document-related topic or a comment-specific
topic.

The second phase aligns the topics detected in the first
phase with the comments, using our proposed positive unla-
beled learning technique. Intuitively, two kinds of machine
learning methods [Sil et al., 2011b], namely unsupervised
methods and supervised methods, can be employed for social
content alignment. The unsupervised methods define and ex-
tract features (mostly uses terms) from both Web documents
and social content, and assign weights to them (TF-IDF, ESA,

2http://news.yahoo.com/most-popular/
3http://news.sina.com.cn/hotnews/



Figure 1: An alignment example from Yahoo! News.

etc.). Then based on the weights and features, we can use the
method to calculate similarities between a document and a
comment. Finally, for each topic extracted in the first phase,
we select comments with the highest similarities. Howev-
er, social content is usually quite short, informal, not well
structured and it could be written using quite different vocab-
ulary compared with Web documents, unsupervised methods
thus cannot effectively match the topic and comments. Su-
pervised learning methods, on the other hand, need users to
provide training data, i.e. which sentences in Web documents
or comments belong to which topics (treat each topic as a
class). Then a classification model can be built to classify all
the comments into one of the topic classes. However, in many
real-life applications, it is difficult to have sufficient training
examples to build accurate classifiers. As such, supervised
learning methods will not work as well. In this paper, we pro-
pose a novel positive unlabeled learning method (PU learn-
ing) which can effectively leverage rich unlabeled data, i.e.
those unlabeled comments for building an accurate classifier.
Particularly, in our PU learning setting, given a topic, those
sentences associated with the topic will be treated as positive
data P , all the other sentences and comments are unlabeled
data U . Our proposed algorithm is able to partition U into
potential positive and negative data and build more accurate
classification model. Note our PU learning model is built au-
tomatically and thus effectively facilitates the social content
alignment process.

The main contributions in this paper can be summarized as
follows:

• We formally define the social content alignment problem
and present a novel two-phase framework to address it.

• We propose an innovative topic model which can exploit
Web document, social content and their dependency for
accurately extracting latent topics and unifying both of
them in the topic space.

• We propose a novel PU learning algorithm to build clas-
sifiers by exploiting the positive topic data identified by

our topic model and a large amount of unlabeled data,
which addresses the limited labeled topic data issue for
effective classification.

• Experimental results show that our proposed framework
can effectively address the challenging issues in the
social content alignment problem, significantly outper-
forming the existing state-of-the-art methods.

The rest of the paper is organized as follows. We define the
social content alignment problem and present our proposed
algorithm in Section 2. Experimental results from extensive
experiments are reported in Section 3. Finally, Section 4 con-
cludes the paper.

2 Problem and Techniques
In this section, we first formalize the social content alignment
problem, and then demonstrate our proposed techniques.

2.1 Problem Definition
While social content can be expressed through various ways,
in this paper we focus on the most commonly used textual
information, namely those social content dedicated to news,
blogs and other Web documents posted through social media
applications.

Preliminary Let d denote a Web document, consisting of a
set of sentences S = {s1, s2, . . . , sM}, and associated with a
social content set C = {c1, c2, . . . , cN}. Both the document
and its associated social content cover several topics T =
{t1, t2, . . . , tK}. Each s/c corresponds to a specific topic t,
and contains a vector ws/c of Ns/c words, where each word
ws/ci is chosen from a vocabulary of size V .

Definition 1: Social Content Alignment (SCA) Given a
Web document with the sentence set S and the corresponding
social content set C, the goal of social content alignment is
to generate a set of matching pairs <social content, topic>,
namely {(ci, tj)|where ci ∈ C, tj ∈ T ∪ ∅} which means
social content ci discusses the specific topic tj .



As shown in Figure 1, the left is a news article entitled
John Boehner re-elected as speaker of the House in Yahoo!
News, which discusses topics such as vote, relief bill, tenure
of office and national debt. The right part lists a few examples
of comments posted by users, where the arrows link them to
the representative sentences of the topics in the document.

There are a number of work related to current research.
For example, [Lu and Zhai, 2008] studied how to automat-
ically integrate opinions by a well-written expert with lots
of opinions scattering in various sources such as blogs, s-
paces and forums. A semi-supervised model was proposed
to deal with it. [Yang et al., 2011] studied to leverage so-
cial information for Web document summarization and pro-
posed a dual wing factor graph for summarizing news in-
corporated Twitter. The objectives of the two related work
mentioned above are different from ours since they target
at data integration and document summarization by exploit-
ing additional social content. Recently [Sil et al., 2011a;
2011b] proposed to allow users to read news along with rele-
vant comments and presented a supervised learning method
for linking comments to news segments. As mentioned
before, supervised learning methods typically need time-
consuming effort to hand-label the training set. In addition,
the training set labeled for one particular document and cor-
responding social content can only be used once.

In this paper, we propose to design a generic positive un-
labeled learning method to automatically align the document
with social content. Furthermore, our method is topic based
which is more flexible than the segment based ones because
all the sentences within a segment must be together in the
document, while the sentences within a topic could distribute
across the whole document. More specifically, we present
a two-phase framework, a multi-source probabilistic topic
model and a PU learning method, some of which are novel
with respect to this task. The rest of this section demonstrates
the details.

2.2 Document-Comment Topic Model
To tackle the sparse and non-uniform feature problem, one
idea is enriching features with the aid of large scale data col-
lections like Wikipedia [Phan et al., 2008], but it may intro-
duce noise and often fails on newly-generated content. Con-
sidering such a scenario: when a user reads Web documents,
he may have opinions on some inside topics, and he subse-
quently posts social content on the interested internal topic-
s. Although he may use his own words, with the number of
comments on this topic grows, the generality of them will be
reflected. Therefore, extracting topic features is another di-
rection to solve the problem.

For modeling documents from different sources, [Blei and
Jordan, 2003] modeled pictures and their annotations, [Blei
and McAuliffe, 2007] developed supervised topic models,
where each document is paired with a response, to infer la-
tent topics predictive of the response. Based on the previous
works, [Wang et al., 2009] took the category information into
consideration for picture modeling and classification. [Tang
et al., 2009] proposed qLDA to extract an informative sum-
mary from a document collection for a given query, and [Tang
et al., 2012] developed CTL to learn and differentiate collabo-

ration topics from other topics. [Hong et al., 2011] extended
standard topic models by allowing each text stream to have
both local topics and shared topics.

Through observation (see Section 3.1), we find the social
content heavily leverages the Web documents, and the latent
topics build a bridge between them. The Web documents be-
have like a kind of background knowledge to guide the gener-
ation of social content. But all the existing works pay little at-
tention on the dependencies, so here we develop a document
comment topic model to model Web documents and social
content simultaneously.

The basic idea is to use two correlated generative process-
es to model Web documents and comments. The first process
is to model sentences in Web documents using standard L-
DA, and the second process is to model comments. For each
word in comments, we use a Bernoulli distribution to deter-
mine whether it is generated from a document-related topic or
a comment-specific topic. Figure 2 shows the graphical struc-
ture of the DCT model (For simplicity, we omit the modeling
part for Web documents and focus on the modeling of com-
ments).
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Figure 2: Graphical representation of DCT model.

Let us briefly introduce notations. θs, θc are topic mod-
els from documents and comments; x is a binary variable
indicating whether the current word inherits the topic from
document-related (x = 1) or by comment-specific topic
(x = 0); α, β are the Dirichlet hyper parameters; λ is a pa-
rameter for sampling the binary variable x; γc, γs are beta
parameters to generate λ.

Formally, the generative process is described in Algorithm
1: we extract topics from document according to the distri-
bution p(θs|α), while for word wci in comment c, a coin x is
tossed according to p(x|c) ∼ beta(γc, γs) to decide whether
wci is sampled from a document-related topic or comment-
specific topic.

To estimate the parameters for this model, we take the
widely-used Gibbs sampling technique. First we sample the
coin x according to the posterior probability:

p(xi = 0|x¬i, z, ·) =
n¬cicx0

+ γc

n¬cicx0
+ n¬cicx1

+ γc + γs
×

n¬cizci + α∑
z(n
¬ci
z + α)

(1)

where ncx0
is the number of times that x = 0 has been sam-

pled in c; nzci is the number of times that topic z has been



Algorithm 1: Generative process for DCT model.
Input: the priors α, β, γc, γs; S and C
Output: estimated parameters θs, θc, λ and φ
Initialize a standard LDA model over S;
foreach comment c ∈ C do

foreach word wci ∈ c do
Toss a coin xci according to
bernoulli(xci) ∼ beta(γs, γc), where beta(.) is
a beta distribution, and γc and γs are two
parameters;
if xci = 0 then

Draw a topic zci ∼ multi(θc) from a
comment-specific topic mixture;

else
Draw a topic zci ∼ multi(θs) from a
document-related topic mixture;

end
Draw a word wci ∼ multi(φzci) from
zci-specific word distribution;

end
end

sampled from c and ”¬” indicates excluding that instance
from counting. p(xi = 1|·) can be analogously defined as
Equation 1.

Then the posterior probability of topic z is defined as:
p(zci|xci = 1,x, z¬ci, ·) =
n¬cizciwci

+mzciwci + β∑
w(n

¬ci
zciw +mzciw + β)

×
n¬ciczci +mczci + α∑
z(n
¬ci
cz +mcz + α)

(2)

where n¬cizciwci
, mzciwci

denote the number of times that word
wci has been generated by topic zci in comment and Web
document respectively, and n¬ciczci and mczci are the number
of times that topic zci have been sampled from comment-
specific or document-related topic distribution.

During the parameter estimation, the algorithm keeps track
of a (|S|+ |C|)×K (sentence+comment by topic), a |C|× 2
(comment by coin), a 2× |K| (coin by topic) count matrixes,
and a K × W (topic by word) count matrix. Given these
matrixes, we can estimate the probabilities θs, θc, λ and φ.

After that, each sentence is associated with a probability
distribution over topics, and we can obtain representative sen-
tences for each topic by selecting those with highest probabil-
ity over the given topic.

2.3 Learning from Positive and Unlabeled Data
We are now ready to present our work on how to design a PU
learning method to align the social content with the topics i-
dentified in the Section 2.2. Given a particular topic tj , all
the sentences in S belonging to tj , will be treated as the pos-
itive set P . All the other sentences in S − P will be treated
as unlabeled set U1, and all the social content will be treated
as unlabeled set U2, as shown in Equation 3. We then build
a PU learning model to classify all the social content, into ei-
ther positive or negative class. Particularly, those social con-
tent that are classified into positive class will be aligned to the
topic tj .

P = {si|θsij = max
1≤k≤K

θsik}, i = 1, 2, . . . , N

U1 = S − P, U2 = C
(3)

Learning from positive and unlabeled data (PU learning)
was first proposed in [Liu et al., 2002]. The core idea can be
characterized as the following two steps, namely: (1) identi-
fy a set of reliable negative examples from the unlabeled set
U ; and then (2) build a classifier using EM or SVM iterative-
ly. The difference among the existing algorithms, [Liu et al.,
2003], [Lee and Liu, 2003], [Li and Liu, 2003], [Li et al.,
2007], [Li et al., 2009], [Li et al., 2010] and [Nguyen et al.,
2011] lies in the specific algorithms used in these two steps.

The first step of existing PU learning methods, typically
uses U as initial negative set to build a classifier with P to
exact reliable negatives. However, since U contains hidden
(false) positive data, the extracted negatives are not reliable.
Different from the existing work, in this paper, we present a
three-step PU learning method. We aim to first partition the
U into potential positive set PP and potential negative set
PN . In particular, we construct a hyper-sphere by calculat-
ing the centroid ~o of all the positive examples, and the average
distance r (viewed as radius) between ~o and all the positive
examples. Those examples which fall into the hyper-sphere
will be treated as potential positive examples, while the others
outside hyper-sphere are treated as potential negative exam-
ples, as shown in Equation 4. Note that the set PN will be
much pure to serve as a negative set than the original unla-
beled set U since we have taken out the potential positives
PP in U . At the same time, the positive set P is relatively
small, PP can be used to enhance the limited positive set P .

~o =

∑
d∈P

~d

|P |

r =

∑
d∈P dist(

~d, ~o)

|P |
PP = {b|b ∈ U1 ∪ U2 and dist(~b, ~o) ≤ r}
PN = U1 + U2 − PP

(4)

The second step of our method is to build a Rocchio clas-
sification model where we use P ∪ PP as positive training
examples, PN as negative training examples. We construct
positive and negative prototype vectors ~p and ~n respectively
for the positive and negative classes:

~p = µ
1

|P ∪ PP |
∑

d∈P∪PP

~d

‖~d‖
− ν 1

|PN |
∑

d∈PN

~d

‖~d‖

~n = µ
1

|PN |
∑

d∈PN

~d

‖~d‖
− ν 1

|P ∪ PP |
∑

d∈P∪PP

~d

‖~d‖

(5)

where µ = 16, ν = 4 as recommended in [Buckley et al.,
1994].

For each unlabeled example u ∈ U1 ∪ U2, we calculate its
cosine similarities with ~p and ~n: if sim(u, ~p) > sim(u, ~n),
then u will be added to likely positive set LP ; otherwise,



it is added to likely negative set LN . We also compute the
confidence score l as:

l =
max(cosine(~u, ~p), cosine(~u, ~n))

cosine(~u, ~p) + cosine(~u, ~n)
(6)

Note that we give the confidence score 1 to all the examples
in the original positive set P .

Finally, we build the final classifier using Weighted Sup-
port Vector Machine (WSVM), whose optimizing goal is:

Minimize :
1

2
wTw + CP

∑
i∈P

ξi+

CLP

∑
j∈LP

ξj + CLN

∑
k∈LN

ξk

subject to : yi(w
T~xi + b) ≥ 1− ξi, i = 1, 2, ..., n

where CP , CLP and CLN represent the penalty factors of
misclassification for three types of training examples, name-
ly, original positive set P , likely positive set LP and likely
negative set LN . We use the confidence score directly for
each example in P , LP and LN as CP , CLP and CLN s-
ince we are more confident with positive set P than the likely
positive set LP and likely negative set LN . Corresponding-
ly, we give a larger penalty if examples from P are classified
as negative class than if examples from LP are classified as
negative or examples from LN are classified as positive.

After that, we use the our weighted SVM model to clas-
sify all the social content in C and those social content are
classified as positive class will be aligned to the given top-
ic tj . Apparently, we can accomplish the alignment task by
repeating it on all extracted topics.

3 Empirical Evaluation
In this section, we evaluate the proposed alignment method
using our manually created news data. We will first introduce
the data set in Section 3.1 and then present the experimental
results in Section 3.2.

3.1 Data Preparation
To the best of our knowledge, there is no existing benchmark
dataset which can be directly used for our experiments. As
such, we crawled news articles and corresponding social con-
tent from two popular news websites, namely Sina (China)
and Yahoo!. We have chosen top 10 Chinese news from Sina
and 12 English news from Yahoo! from Dec. 1st to Dec. 11th
2012 which have the most social content generated. Then we
invited 7 annotators to build gold-standard link sets between
the sentences in the news and social content/comments where
we only include those links that majority of people agree (5
out of 7).

For both datasets, we perform preprocessing, such
as remove stop words, and filter low-frequency words
(frequency<= 3). Some statistics of the datasets after prepro-
cessing are summarized in Table 1. Then we investigate the
annotation results. Figure 3 shows the distribution of com-
ments(or sentences) with respect to the number of sentences
(or comments) they are linked to. We can observe that:

Table 1: Statistics on datasets
Source #Sen/Com Words Vocabulary

Sina Sen 516 8,932 2,772
Com 4,069 112,853 13,891

Yahoo! Sen 434 5,767 2,679
Com 2,150 39,917 9,972

• 87% comments are linked to one or multiple news sen-
tences, while the remaining 13% of comments are irrel-
evant to any sentences, indicating that it is reasonable to
make use of comments to enhance topic detection in our
document comment topic model.
• 22% news sentences can attract more than 10 comments,

signifying it is important to automatically mine the rel-
evant comments from large amount of social content so
that we can quickly read through them to effectively un-
derstand what other people care about. We also notice
there are 27% of sentences without any related com-
ments. We found these sentences simply provide some
background of the news and thus lead to ”no comments”
scenario.

(a) Comment Distribution (b) Sentence Distribution

Figure 3: Annotation Analysis

3.2 Experiment

Baseline Methods. We use T-PU to denote the alignment
technique that employs DCT model for topic extraction and
weighted-SVM for the final classification. To test the effec-
tiveness of T-PU, we compare it with four baseline methods:

VSM: a simplest similarity based method by using TF-IDF
document representation method and cosine similarity.

BSVM: a classification based method. We build binary
classifiers on sentences using the labeled data with libsvm4

and test with five-folder cross-validation. The numbers of
positive examples range from 0 to 78 (3.93 in average) while
negative examples can be more than 100.

DCT: a straightforward method which classifies the com-
ments directly by using the distribution obtained by DCT
model.

T-SVM: a supervised method which needs users provide
manually-labeled training examples. The only difference
from BSVM is that classifiers here are built on the topics ex-
tracted by DCT model instead of individual sentences.

4http://www.csie.ntu.edu.tw/˜cjlin/libsvm/



Table 2: Overall results on two datasets
Precision Recall F1-Measure

Sina 75.3% 56.7% 64.7%
Yahoo! 74.9% 63.4% 68.7%

Metrics. The performance of text classification is typically
evaluated based on precision and recall, but in our scenario
precision is more important than recall because users prefer
to read few accurate comments rather than many noisy com-
ments.

For a sentence-comment set pair (S,C), let ri ⊆ S be the
set of aligned sentences (labeled by different annotators) for
comment ci. If |ri| > 1, then ci has multiple related sentences
while |ri| = 0 indicates ci has no related sentences.

Let ti ⊆ S denote the result topic for ci found by our
method, and ti is associated with several sentences r̃i. We
consider it to be correct if ri ∩ r̃i 6= ∅.

So the precision can be defined as:

Precision =
|
⋃N

i=1{ci|ri ∩ r̃i 6= ∅}|
|C|

To make the comparison fair, we use the DCT results for those
methods without topic information.

Result and Analysis. Table 2 gives the overall performance
of our method on the two datasets, and the comparison with
other four techniques in terms of Precision is shown in Figure
4. We can see that:

• Our proposed method T-PU outperforms the baseline
methods VSM and DCT on both datasets. This is be-
cause our T-PU method utilizes topic level features and
word-level features in two steps while the other two use
only one of them.

• Compared with BSVM, our method has significant im-
provement because it is difficult to build an accurate
classifier with very few positive examples and many neg-
ative examples (contains noise inside). And our method
can split the latter into potential positive and negatives
examples, which can enhance the limited positive set as
well as purify the negative set.

• T-PU is very close (-2.1% in Sina and -2.9% in Yahoo!)
to T-SVM which performs best among all the methods.
Note that T-SVM is a supervised method and its per-
formance depends much on the quality and quantity of
labeled data while our T-PU can achieve comparable re-
sults without using any labeled examples, so our method
is more appropriate for the social content alignment task.

Furthermore, we investigate those comments that our
method failed to find an appropriate topic for, and discover
that the main reason is the comment chain and the topic drift
caused by it. A drift example is shown in Figure 5. It is a
report about rocket launch in North Korea. We can see that
there is no comment on Topic 0 (background topic), and Top-
ic 2 should have been talking about the cost but through the
chain, it turns into food aid. Similar problem occurs in other
news, which contributes most of the failed comments.

Sina Yahoo!
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Figure 4: Results comparison (in Precision).

Figure 5: Topic distribution in news and comments

Hyperparameters. Following [Rosen-Zvi et al., 2004]’s
guide, we take a fixed value for the hyper parameters α and
β where α = 50/K, β = 0.1. As for the Beta parameters
γc, γs, we tried two methods, calculating the common words
ratio and referring the comment-sentence distribution in Sec-
tion 3.1, and the results show DCT model is not very sensitive
to the prior. And the number of topics is set to be 5 for all
news and it works well in most cases.

4 Conclusions
In this paper, we address the most fundamental problem in
social content analysis, that is, finding the corresponding ar-
ticle sentences for each piece of social content. We propose a
novel two-phase framework to accomplish this task automati-
cally. Specifically, we present a document comment model to
extract topics from both the document and comments and in-
troduce a positive and unlabeled learning method to build an
accurate classifier which does not need users provide labeled
examples but can achieve comparable good results compared
with the supervised learning methods.

Social content alignment is a challenging yet interesting
problem. Thus there are many potential future directions of
this work. For example, we can study the alignment over
similar Web documents (i.e. news reports on same event) and
explore the comment patterns they may share. We can also in-
vestigate whether users’ relationships can help the alignment,
and study the topic drift in the comment stream.
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