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< Motivation and Problem Definition

" Motivation ) ‘Problem Definition)

The rapid development of Web and social media often floods users with huge d: web document; S:sentence set; C:comment set; T: topic set
volume of information d is consisting of Sand associated with C, and all of them talks about T

News & g ontent
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< Approach

" Framework ) " DCT Model ) PU Learning)

PHASE 1 PHASE 2 Algoriil ey Cess for DCT model Goal build a classifier to identify more accurate comments for a given topic
Input: the priors a. 3. ~..~,,: S and (' . _ _ o
. Output: estimated parameters 6, f,.. \ and o Assumption: the topic sentences in news can be used as positive examples
Leamlng from Initialize a standard LDA model over 5 _ o - _ o _
Positive and foreach docunens € C do Core Idea: due to it is difficult to build an accurate classifier with very few
oreach word w,;; = d do - . . -
Unlabeled Data ’ positive and noise negative examples, we try to extend the positive example set as
(PU Learning) well as purify the negative set in three steps
parameters:
if .+ ;; = 0 then . i
* I [ it -
- ~ / f, f, X e SVITINEN Potential
A Different vocabulary A hal 4 vol clse Py 0.043  0.019 X 0.024 Positive
A Sparse feature Unbalanced volume P 0.052  0.037 X 0.017 : f Unlabeled
A Lack of labeled data < X ~ Dam
A Dependency end Potential
\ J Pp| 0.054  0.033 X 0.015 Negative
E“d . . . g .
Three example sets  Ricchio Classifier Reclassify
Generative process . | N
Positive Examples (P) . - . P&PP Unlabeled < Likely Positive (LP)
: : . . Dat
Top words for topic launch cost Potential Positive (PP) e Likely Negative (LN)
A < Potential Negative (PN) - with Confidence L = max(sy,s,) /(s; + S3)
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Stomach Money
America Launch B news only Lt X _ _ L
: Pr Q - » - Build the final classifier with Weighted Support
Food America - Training 5 . 0052 0037 X 0017 Vector Machine, whose objective function is
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Graphical representation right takes news as background :

<+ Experiment

¢ Dataset ) (  Result ) (Conclusion and Future Work )
Basic Information[Total (cn + en)]: Methods _
A 22 (10 + 12) news A7 anr_lotators A Unsupervised A Supervised Conclusion
A 950 (516 + 434) sentences A Confidence: 5 out 7 agree _ VSM: TF-IDF + Cosine Similarity - BSVM: classifier on sentences A Study the social content alignment
A 6,219 (4,069 + 2,150) comments A 9,847 (7,520+2,327) links - DCT: DCT Model directly - T-SVM: classifier on topics extracted by DCT problem and present a two-phase
Statistics A Ours (T-PU): unsupervised, classifier on topics A Eameworl[()g)_raddrgs? Ith' - evoloits Web
ropose model which exploits We
Source Number ofSedCom | Words | Vocabulary Result o - document, social content and their
Sina Sen o016 8,932 2,772 A Overall A Comparison in Precision dependency
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Yahoo! © ’ ! Sina 75.3% | 56.7% 64.7% ' ' alignment
Com 2,150 39,917 9,972 Yahoo! | 74.9% | 63.4% 68.7% A Experiments show the effectiveness of the
Annotation Observation | proposed approach
B A Best among three unsupervised methods Future Work
A\m 87% a A one or multiple news sentences A With supervised methods e
:] 13%‘; 3 A no Sentencgs - BSVM: significant improvement(> 25%) A Social content alignment over similar web
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: . Data Sets relationships influence the alignment
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