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ABSTRACT
In-Batch contrastive learning is a state-of-the-art self-supervised

method that brings semantically-similar instances close while push-

ing dissimilar instances apart within a mini-batch. Its key to success

is the negative sharing strategy, in which every instance serves as a

negative for the others within the mini-batch. Recent studies aim to

improve performance by sampling hard negatives within the current
mini-batch, whose quality is bounded by the mini-batch itself. In

this work, we propose to improve contrastive learning by sampling

mini-batches from the input data. We present BatchSampler
1
to

sample mini-batches of hard-to-distinguish (i.e., hard and true nega-

tives to each other) instances. To make each mini-batch have fewer

false negatives, we design the proximity graph of randomly-selected

instances. To form the mini-batch, we leverage random walk with

restart on the proximity graph to help sample hard-to-distinguish

instances. BatchSampler is a simple and general technique that can

be directly plugged into existing contrastive learning models in

vision, language, and graphs. Extensive experiments on datasets

of three modalities show that BatchSampler can consistently im-

prove the performance of powerful contrastive models, as shown

by significant improvements of SimCLR on ImageNet-100, SimCSE

on STS (language), and GraphCL and MVGRL on graph datasets.
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1 INTRODUCTION
Contrastive learning [25, 34] is one of the dominant strategies

for self-supervised representation learning across various data do-

mains, such as MoCo [20] and SimCLR [10] in computer vision,

SimCSE [16] in natural language processing, and GraphCL [57] in

graph representation learning. The essence of self-supervised con-

trastive learning is to make similar instances close to each other and

dissimilar ones farther away in the learned representation space.

The course of self-supervised contrastive models usually starts

with loading each mini-batch of 𝐵 instances sequentially from the

input data (e.g., the images in Figure 2 (a)). In each batch, each

instance 𝑥 is associated with its augmentation 𝑥+ as the positive
samples and the other instances as negatives {𝑥−}. Commonly by

using the InfoNCE loss [34], the goal of contrastive learning is to

discriminate instances by mapping positive pairs (𝑥, 𝑥+) to similar

embeddings and negative pairs (𝑥, 𝑥−) to dissimilar embeddings.

Given the self-supervised contrastive setting, the negative sam-

ples {𝑥−}—with unknown labels—play an essential role in the

contrastive optimization process. To improve in-batch contrastive

learning, there are various attempts to take on them from different

perspectives. Globally, SimCLR [10] shows that simply increasing

the size𝐵 of themini-batch (e.g., 8192)—i.e., more negative samples—

outperforms previously carefully-designed strategies, such as the

memory bank [49] and the consistency improvement of the stored

negatives in MoCo [20]. Locally, given each mini-batch, recent stud-

ies such as the DCL and HCL [12, 38] methods have focused on

identifying true or hard negatives within this batch. In other words,
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Figure 1: Technical comparison between Mini-Batch Sam-
pling, Pairwise Negative Sampling (NS), and In-Batch Nega-
tive Sampling. The blue nodes are hard negatives.

existing efforts have largely focused on designing better negative

sampling techniques after each mini-batch of instances is loaded.

Problem. In this work, we instead propose to globally sample

instances from the input data to form mini-batches. The goal is

to have mini-batches that naturally contain as many hard nega-

tives {𝑥−}—that have different (underlying) labels from 𝑥 (true

negatives) but similar representations with 𝑥—for each instance 𝑥

as possible. In this way, the discrimination between positive and

negative instances in each mini-batch can better inform contrastive

optimization.

Uniform & kNN Samplers. Traditionally, there are two ways

to form mini-batches (Cf. Figure 2 (a)). The common option is the

Uniform Sampler that sequentially loads or uniformly samples a

batch of instances for each training step[10, 16, 57]. However, the

Uniform Sampler neglects the effect of hard negatives [27, 38], and

the batches formed contain easy negatives with low gradients that

contribute little to optimization [50, 54]. In order to have hard

negatives, it is natural to cluster instances that are nearest to each

other in the representation space to form each batch, that is, the kNN
Sampler. Unfortunately, the instances with the same underlying

labels are also expected to cluster together [8, 10], resulting in high

percentages of false negatives in the batch (Cf. Figure 2 (c)).

Contributions: BatchSampler. We present BatchSampler to sam-

ple mini-batches of hard-to-distinguish instances for in-batch con-

trastive learning. Fundamentally, each mini-batch is required to

cover hard yet true negatives, thus addressing the issues faced by

Uniform and kNN Samplers. To achieve this, we design the proxim-

ity graph of randomly-selected instances in which each edge is used

to control the pairwise similarity of their representations—that is,

the hardness of negative samples. The false negative issue in the

kNN Sampler is mitigated when random instances are picked to

construct the graph. To form one batch, we leverage random walk

with restart on the proximity graph to draw instances. The premise

is that the local neighbors sampled by the walkers are similar, that

is, hard-to-distinguish.

BatchSampler is a simple and general technique that can be di-

rectly plugged into in-batch contrastive models in vision, language,

and graphs. The experimental results show that thewell-known con-

trastive learning models—SimCLR [10] and MoCo v3 [11] in vision,

SimCSE [16] in language, and GraphCL [57] and MVGRL [19] in

graphs—can benefit from the mini-batches formed by BatchSampler.

We also theoretically and empirically show that how BatchSampler

balances the challenges faced in the Uniform and kNN Samplers.

Differences from Pairwise Negative Sampling. The problem
of mini-batch sampling is different from the pairwise negative sam-

pling problem. As shown in Figure 1, the pairwise negative sampling

method samples negative instances for each positive pair, whereas

the mini-batch sampling methods focus on sampling mini-batches

that reuses other instances as negatives in the batch. Massive pre-

vious works in pairwise negative sampling [22, 23, 28, 50, 54] have

attempted to improve performance by globally selecting similar

negatives for a given anchor from the entire dataset. However, our

focus is on globally sampling mini-batches that contain many hard

negatives rather than only selecting hard negatives for each pair.

2 RELATEDWORK

Contrastive learning in differentmodalities. Contrastive learn-
ing follows a similar paradigm that contrasts similar and dissimilar

observations based on noise contrastive estimation (NCE) [18, 34].

The primary distinction between contrastive methods of different

modalities is how they augment the data. As for computer vision,

MoCo [20] and SimCLR [10] augment data with geometric transfor-

mation and appearance transformation. Besides simply using data

augmentation, WCL [62] additionally utilizes an affinity graph to

construct positive pairs for each example within the mini-batch.Wu

et al. [47] design a data replacement strategy to mine hard positive

instances for contrastive learning. As for language, CLEAR [48]

and COCO-LM [32] augment the text data through word deletion,

reordering, and substitution, while SimCSE [16] obtains the aug-

mented instances by applying the standard dropout twice. As for

graphs, DGI [36] and InfoGraph [41] treat the node representations

and corresponding graph representations as positive pairs. Besides,

InfoGCL[51], JOAO [56], GCA [65], GCC [37] and GraphCL [57]

augment the graph data by graph sampling or proximity-oriented

methods. MVGRL [19] proposes to compare the node representation

in one view with the graph representation in the other view. Zhu

et al. [64] compares different kinds of graph augmentation strate-

gies. Our proposed BatchSampler is a general mini-batch sampler

that can directly be applied to any in-batch contrastive learning

framework with different modalities.

Negative sampling in contrastive learning. Previous studies
about negative sampling in contrastive learning roughly fall into

two categories: (1) Memory-based negative sampling strategy,
such as MoCo [20], maintains a fixed-size memory bank to store

negatives which are updated regularly during the training process.

MoCHI [27] and m-mix [60] propose to mix the hard negative can-

didates at the feature level to generate more challenging negative

pairs. MoCoRing [46] samples hard negatives from a defined con-

ditional distribution which keeps a lower bound on the mutual

information. (2) In-batch negative sharing strategy, such as

SimCLR [10] and MoCo v3 [11], adopts different instances in the
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Figure 2: A motivating illustration of BatchSampler, using vision as an example. Uniform Sampler randomly samples a batch of

instances, which contains easy negatives. kNN Sampler selects the nearest instances to form a batch, resulting in so many false negatives.

BatchSampler samples a mini-batch with hard yet true negatives based on proximity graph.

current mini-batch as negatives. To mitigate the false negative is-

sue, DCL [12] modifies the original InfoNCE objective to reweight

the contrastive loss. Huynh et al. [24] identifies the false negatives

within a mini-batch by comparing the similarity between nega-

tives and the anchor image’s multiple support views. Additionally,

HCL [38] revises the original InfoNCE objective by assigning higher

weights for hard negatives among the mini-batch. Recently, Un-

ReMix [42] is proposed to sample hard negatives by effectively cap-

turing aspects of anchor similarity, representativeness, and model

uncertainty. However, such locally sampled hard negatives cannot

exploit hard negatives sufficiently from the dataset.

Global hard negative sampling methods on triplet loss have been

widely investigated, which aim to globally sample hard negatives

for a given positive pair. For example, Wang et al. [45] proposes

to take rank-k hard negatives from some randomly sampled neg-

atives. Xiong et al. [50] globally samples hard negatives by an

asynchronously-updated approximate nearest neighbor (ANN) in-

dex for dense text retrieval. Different from the abovemethods which

are applied to a triplet loss for a given pair, BatchSampler samples

mini-batches with hard negatives for InfoNCE loss.

3 PROBLEM: MINI-BATCH SAMPLING FOR
CONTRASTIVE LEARNING

In-Batch Contrastive Learning. In-batch contrastive learning
commonly follows or slightly updates the following objective [18,

34] across different domains, such as graphs [37, 57], vision [10, 11],

and language [16]:

min E{𝑥1 ... 𝑥𝐵 }⊂D

−
𝐵∑︁
𝑖=1

log

𝑒 𝑓 (𝑥𝑖 )
𝑇 𝑓 (𝑥+

𝑖
)

𝑒
𝑓 (𝑥𝑖 )𝑇 𝑓 (𝑥+

𝑖
) +∑𝑗≠𝑖 𝑒

𝑓 (𝑥𝑖 )𝑇 𝑓 (𝑥 𝑗 )

 , (1)

where {𝑥1 ... 𝑥𝐵} is a mini-batch of samples (usually) sequentially

loaded from the dataset D, and 𝑥+
𝑖
is an augmented version of

𝑥𝑖 . The encoder 𝑓 (·) learns to discriminate instances by mapping

different data-augmentation versions of the same instance (positive

pairs) to similar embeddings, and mapping different instances in

the mini-batch (negative pairs) to dissimilar embeddings.

Usually, the in-batch negative sharing strategy—every instance

serves as a negative to the other instances within the mini-batch—is

used to boost the training efficiency [10]. It is then natural to have

hard negatives in each mini-batch for improving contrastive learn-

ing. Straightforwardly, we could attempt to sample hard negatives

within the mini-batch [12, 28, 38]. However, the batch size of a mini-

batch is—by definition—far smaller than the size of the input dataset,

and existing studies show that sampling such a local sampling

method fails to effectively explore all the hard negatives [50, 61].

Problem: Mini-Batch Sampling. The goal of this work is to

have a general mini-batch sampling strategy to support different

modalities of data. Specifically, given a set of data instances D =

{𝑥1, · · · , 𝑥𝑁 }, the objective is to design a modality-independent

sampler to sample a mini-batch of instances where each pair of

instances are hard to distinguish across the dataset.

There are two existing strategies—Uniform Sampler and kNN

Sampler—adopted in contrastive learning.

Uniform Sampler is the most common strategy used in con-

trastive learning [10, 16, 57]. The pipeline is to first randomly sam-

ple a batch of instances for each training step, then feed them into

the model for optimization.

Though simple and model-independent, Uniform Sampler ne-

glects the effect of hard negatives [27, 38], and the batches formed

contain negatives with low gradients that contribute little to opti-

mization. Empirically, we show that Uniform Sampler results in a

low percentage of similar instance pairs in a mini-batch (Cf. Fig-

ure 4). Theoretically, Yang et al. [54] and Xiong et al. [50] also prove

that the sampled negative should be similar to the query instance

since it can provide a meaningful gradient to the model.

kNN Sampler globally samples a mini-batch with many hard

negatives. As its name indicates, it tries to pick an instance at

random and retrieve a set of nearest neighbors to construct a batch.

However, the instances of the same ‘class’ will be clustered to-

gether in the embedding space [8, 10]. Hence the negatives retrieved

by it are hard at first but would be replaced by false negatives (FNs)

as the training epochs increase, misguiding the model training.
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In summary, Uniform Sampler leverages random negatives to

guide the optimization of the model; whereas the kNN one explicitly

samples hard negatives but suffers from false negatives. Thus, an

ideal negative sampler for in-batch contrastive learning should

balance between kNN and Uniform Samplers, ensuring both the

exploitation of hard negatives and the mitigation of the FN issue.

4 THE BATCHSAMPLER METHOD
To improve contrastive learning, we propose the BatchSampler

method with the goal of forming mini-batches with 1) hard-to-

distinguish instances while 2) avoiding false negatives. BatchSam-

pler is a simple and general strategy that can be directly plugged

into existing in-batch contrastive learning models in vision, lan-

guage, and graphs. Figure 3 shows the overview of BatchSampler.

The basic idea of BatchSampler is to form mini-batches by glob-
ally sampling instances based on the similarity between each pair

of them, which is significantly different from previous local sam-

pling methods in contrastive learning [12, 27, 38]. To achieve this,

the first step of BatchSampler is to construct the proximity graph

of instances with edges measuring the pairwise similarity. Second,

we perform mini-batch sampling as a walk by leveraging a simple

and commonly-used graph sampling technique, random walk with

restart, to sample instances (nodes) from the proximity graph.

4.1 Proximity Graph Construction
The goal of the proximity graph is to collect candidate instances

that alleviate the issues faced by Uniform and kNN Sampler by con-

necting similar instances while reducing the false negative pairs.

If neighbors of an instance are randomly chosen from the dataset,

sampling on the resulting graph resembles Uniform Sampler. Con-

versely, if the most similar instances are chosen as neighbors, it

resembles the behavior of kNN Sampler. In BatchSampler, we pro-

pose a simple strategy to construct the proximity graph as follows.

Given a training dataset, we have 𝑁 instances {𝑣𝑖 |𝑖 = 1, · · · , 𝑁 }
and their corresponding representations {e𝑖 |𝑖 = 1, · · · , 𝑁 } gener-
ated by the encoder 𝑓 (·). The proximity graph is formulated as:

𝐺 = (V, E), (2)

where the node set V = {𝑣1, · · · , 𝑣𝑁 } denotes the instances and
E ⊆ {(𝑣𝑖 , 𝑣 𝑗 ) |𝑣𝑖 , 𝑣 𝑗 ∈ V} is a set of node pairs. LetN𝑖 be the neigh-
bor set of 𝑣𝑖 in the proximity graph. To construct N𝑖 , we first form
a candidate set C𝑖 = {𝑣𝑚} for each instance 𝑣𝑖 by uniformly picking

𝑀 (𝑀 ≪ 𝑁 ) neighbor candidates. Each node and its neighbor form

an edge, resulting in the edge set E. Then we select the 𝐾 nearest

ones from the candidate set:

N𝑖 = TopK

𝑣𝑚∈C𝑖
(e𝑖 · e𝑚) , (3)

where · is the inner product operation. 𝑀 is used to control the

similarity between the center node and its immediate neighbor

nodes, which can be demonstrated by the following proposition:

Proposition 1. Given an instance 𝑣𝑖 with the corresponding rep-
resentation e𝑖 , assume that there are at least 𝑆 instances whose inner
product similarity with 𝑣𝑖 is larger than 𝑠 , i.e.,���{𝑣 𝑗 ∈ V | e𝑖 · e𝑗 > 𝑠}��� ≥ 𝑆. (4)

Then in the proximity graph 𝐺 , the similarity between 𝑣𝑖 and its
neighbors is larger than 𝑠 with proximate probability at least:

P
{
e𝑖 · e𝑘 > 𝑠,∀𝑣𝑘 ∈ N𝑖

}
⪆

(
1 − 𝑝𝑀

)𝐾
, (5)

where 𝑝 = 𝑁−𝑆
𝑁

, and 𝐾 is the number of neighbors.

Proof. Since 𝑀 ≪ 𝑁 , we can approximately assume that the

sampling is with replacement. In this case, we have

P
{
e𝑖 · e𝑘 > 𝑠,∀𝑣𝑘 ∈ N𝑖

}
= 1 −

𝐾−1∑︁
𝑘=0

(
𝑀

𝑘

)
𝑝𝑀−𝑘

(
1 − 𝑝

)𝑘
. (6)

Then let us prove (5) by induction. When 𝐾 = 1, the conclusion

clearly holds.

Assuming that the conclusion holds when 𝐾 = 𝐿 − 1, let us

consider the case when 𝐾 = 𝐿. We have

1 −
𝐿−1∑︁
𝑘=0

(
𝑀

𝑘

)
𝑝𝑀−𝑘 (1 − 𝑝 )𝑘 ⪆

(
1 − 𝑝𝑀

)𝐿−1
−
(
𝑀

𝐿 − 1

)
𝑝𝑀−𝐿+1

(
1 − 𝑝

)𝐿−1
.

(7)

To prove the conclusion, we only need to show(
1 − 𝑝𝑀

)𝐿−1
𝑝𝑀 ⪆

(
𝑀

𝐿 − 1

)
𝑝𝑀−𝐿+1

(
1 − 𝑝

)𝐿−1
, (8)

or equivalently(
1 − 𝑝𝑀

)𝐿−1
𝑝𝐿−1 =

(
1 − 𝑝𝑀

)𝐿−1 (𝑁 − 𝑆
𝑁

)𝐿−1
⪆

(
𝑀

𝐿 − 1

) (
𝑆

𝑁

)𝐿−1
=

(
𝑀

𝐿 − 1

) (
1 − 𝑝

)𝐿−1
.

(9)

On the other hand, according to [29], we have(
𝑀

𝐿 − 1

)
≤

(
𝑒𝑀

𝐿 − 1

)𝐿−1
, (10)

where 𝑒 denotes the Euler’s number. Substituting (10) into (9), we

only need to show

(𝑁 − 𝑆) (𝐿 − 1)
(
1 − 𝑝𝑀

)
⪆ 𝑒𝑀𝑆. (11)

The above relation holds depending on the choices of𝑀 , 𝑆 and 𝐿,

which can be satisfied in our scenario in most cases. □

Proposition 1 suggests that the candidate set size𝑀 can control

the similarity between each center node and its immediate neighbor

nodes. A larger𝑀 indicates a greater probability that two adjacent

nodes are similar, and the proximity graph constructed would be

more like the graph of nodes clustered by kNN. If𝑀 is small and

close to 𝐾 , the instances in the proximity graph can be considered

as randomly-selected ones, that is, by Uniform Sampler.

4.2 Proximity Graph Sampling
We perform the mini-batch sampling as a walk in the proximity

graph, which collects the visited instances as sampling results from

a sourced node. Here we propose to apply Random Walk with

Restart (RWR), which offers a theoretically supported ability to

control the walker’s behavior.

As shown in Algorithm 3, starting from a node, the sampler

moves from one node to another by either teleporting back to the

start node with probability 𝛼 or moving to a neighboring node
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Figure 3: The framework of BatchSampler, using the vision modality as an example. The proximity graph is first constructed based

on generated image representations and will be updated every 𝑡 training step. Next, a proximity graph-based negative sampler is applied to

generate a batch with hard negatives for in-batch contrastive learning.

proportional to the edge weight. The process continues until a fixed

number of nodes are collected and taken as the mini-batch. The

effectiveness of RWR lies in its ability to modulate the probability

of sampling within a neighborhood by adjusting 𝛼 , as demonstrated

by Proposition 2:

Proposition 2. For all 0 < 𝛼 ≤ 1 and S ⊂ V , the probability
that a Lazy Random Walk with Restart starting from a node 𝑢 ∈ S
escapes S satisfies

∑
𝑣∈ (V−S) p𝑢 (𝑣) ≤ 1−𝛼

2𝛼 Φ(S), where p𝑢 is the
stationary distribution, and Φ(S) is the graph conductance of S.

Proof. Wefirst introduce the definition of graph conductance [66]

and Lazy Random Walk [40]:

Graph Conductance. For an undirected graph𝐺 = (V, E), the graph
volume of a node set S ⊂ V is defined as vol(S) = ∑

𝑣∈S 𝑑 (𝑣),
where 𝑑 (𝑣) is the degree of node 𝑣 . The edge boundary of a node set
is defined to be 𝜕(S) = {(𝑥,𝑦) ∈ E|𝑥 ∈ S, 𝑦 ∉ S}. The conductance
of S is calculated as followed:

Φ(S) = |𝜕(S)|
min(vol(S), vol(V − S)) (12)

Lazy Random Walk. Lazy Random Walk (LRW) is a variant of Ran-

dom Walk, which first starts at a node, then stays at the current

position with a probability of 1/2 or travels to a neighbor. The tran-

sition matrix of a lazy random walk isM ≜ (I + AD−1)/2, where
the I denotes the identity matrix, A is the adjacent matrix, and D is

the degree matrix. The 𝐾-th step Lazy Random Walk distribution

starting from a node 𝑢 is defined as q(𝐾 ) ← M𝐾1𝑢 .
We then present a theorem that relates the Lazy RandomWalk to

graph conductance, which has been proved in Spielman and Teng

[40]:

Theorem 1. For all 𝐾 ≥ 0 and S ⊂ V , the probability that a
𝐾-step Lazy Random Walk starting at 𝑢 ∈ S escapes S satisfies
q(𝐾 ) (V − S) ≤ 𝐾Φ(S)/2.

Theorem 1 guarantees that given a non-empty node set S ⊂ V
and a start node 𝑢 ∈ S, the Lazy Random Walker will be more

likely stuck at S. Here we extend the LRW to Lazy Random Walk

with Restart (LRWR) which will return to the start node with prob-

ability 𝛼 or perform Lazy Random Walk. According to the previous

studies [7, 14, 35, 44], we can obtain a stationary distribution p𝑢
by recursively performing Lazy Random Walk with Restart, which

can be formulated as a linear system:

p𝑢 = 𝛼1𝑢 + (1 − 𝛼)Mp𝑢 (13)

where 𝛼 denotes the restart probability. p𝑢 can be expressed as a

geometric sum of Lazy Random Walk [13]:

p𝑢 = 𝛼

∞∑︁
𝑙=0

(1 − 𝛼)𝑙M𝑙1𝑢 = 𝛼

∞∑︁
𝑙=0

(1 − 𝛼)𝑙q(𝑙 )𝑢 (14)

Applying Theorem 1, we have:∑︁
𝑣∈ (V−S)

p𝑢 (𝑣) = 𝛼
∞∑︁
𝑙=0

∑︁
𝑣∈ (V−S)

(1 − 𝛼)𝑙q(𝑙 )𝑢 (𝑣)

≤ 𝛼
∞∑︁
𝑙=0

𝑙 (1 − 𝛼)𝑙Φ(S)/2

=
1 − 𝛼
2𝛼

Φ(S)

(15)

where the element p𝑢 (𝑣) represents the probability of the walker

starting at 𝑢 and ending at 𝑣 . The desired result is obtained by

comparing two sides of (15). □

The only difference between Lazy Random with Restart and

Random Walk with Restart is that the former has a probability of

remaining in the current position without taking action. They are

equivalent when sampling a predetermined number of nodes.
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Algorithm 1: Constrative Learning with BatchSampler

Input: Dataset D = {𝑥𝑖 |𝑖 = 1, · · · , 𝑁 }, Encoder 𝑓 (·),
Batchsize 𝐵, Graph update interval 𝑡 , Modality-specific

augmentation functions T .
for iter← 0, 1, · · · do

// BatchSampler

if iter%𝑡 == 0 then
// Proximity Graph Construction

Build the proximity graph𝐺 by Algorithm 2.

end
// Proximity Graph Sampling

Perform sampling in 𝐺 by Algorithm 3.

// Standard Contrastive Pipeline in Different Modalities

Load the mini-batch {𝑥𝑖 }𝐵 .
Obtain positive pairs {(𝑥𝑖 , 𝑥+𝑖 )}𝐵 by augmentations T .
Generate representations {(e𝑖 , e+𝑖 )}𝐵 by Encoder 𝑓 (·).
Compute the loss by treating {(e𝑖 , e𝑗 )}𝑖≠𝑗 as negatives.
Update the parameters of 𝑓 (·).

end

Overall, Proposition 2 indicates that the probability of RWR

escaping from a local cluster [6, 40] can be bounded by the graph

conductance [66] and the restart probability 𝛼 . Besides, RWR can

exhibit a mixture of two straightforward samplingmethods Breadth-

first Sampling (BFS) and Depth-first Sampling (DFS) [17]:

• BFS collects all of the current node’s immediate neighbors, then

moves to its neighbors and repeats the procedure until the num-

ber of collected instances reaches batch size.

• DFS randomly explores the node branch as far as possible before

the number of visited nodes reaches batch size.

Specifically, higher 𝛼 indicates that the walker will approximate

BFS behavior and sample within a small locality, while a lower 𝛼

encourages the walker to explore nodes further away, like in DFS.

4.3 Discussion on BatchSampler
As shown in Algorithm 1, BatchSampler serves as a mini-batch sam-

pler and can be easily plugged into any in-batch contrastive learning

methods. Specifically, during the training process, BatchSampler

first constructs the proximity graph, which will be updated after 𝑡

training steps, then selects a start node at random and samples a

mini-batch on proximity graph by RWR.

Connects to the Uniform and kNN Samplers. As shown in

Figure 4, the number of candidates𝑀 and the restart probability 𝛼

are the key to flexibly controlling the hardness of a sampled batch.

When we set𝑀 as the size of dataset and 𝛼 as 1, proximity graph

is equivalent to kNN graph and graph sampler will only collect

the immediate neighbors around a central node, which behaves

similarly to a kNN Sampler. On the other hand, if𝑀 is set to 1 and

𝛼 is set to 0, the RWR degenerates into the DFS and chooses the

neighbors that are linked at random, which indicates that Batch-

Sampler performs as a Uniform Sampler. We provide an empirical

criterion of choosing𝑀 and 𝛼 in Section 5.3.

Complexity. The time complexity of building a proximity graph is

𝑂 (𝑁𝑀𝑑) where 𝑁 is the dataset size,𝑀 is the candidate set size and

𝑑 denotes the embedding size. It is practically efficient since usually

𝑀 is much smaller than 𝑁 , and the process can be accelerated by

embedding retrieval libraries such as Faiss [26]. The space cost of

BatchSampler mainly comes from graph construction and graph

storage. The total space complexity of BatchSampler is𝑂 (𝑁𝑑+𝑁𝐾)
where 𝐾 is the number of neighbors in the proximity graph.

5 EXPERIMENTS
We plug BatchSampler into popular contrastive learning algorithms

on three modalities, including vision, language, and graphs. Exten-

sive experiments are conducted with 5 algorithms and 19 datasets,

a total of 31 experimental settings. Additional experiments are re-

ported in Appendix A.2, including batchsize 𝐵, neighbor number

𝐾 , proximity graph update interval 𝑡 .

5.1 Results

Results in Computer Vision. We first adopt SimCLR [10] and

MoCo v3 [11] as the backbone based on ResNet-50 [21]. We start

with training the model for 800 epochs with a batch size of 2048

for SimCLR and 4096 for MoCo v3, respectively. We then use linear

probing to evaluate the representations on ImageNet. As shown in

Table 1, our proposed model can consistently boost the performance

of original SimCLR and MoCo v3, demonstrating the superiority

of BatchSampler. Besides, we evaluate BatchSampler on the other

benchmark datasets: two small-scale (CIFAR10, CIFAR100) and

two medium-scale (STL10, ImageNet-100), which can be found in

Appendix A.2.1.

Results in Language Model. We evaluate BatchSampler on learn-

ing the sentence representations by SimCSE [16] framework with

pretrained BERT [15] as the backbone. The results of Table 2 sug-

gest that BatchSampler consistently improves the baseline models

with an absolute gain of 1.09%∼2.91% on 7 semantic textual similar-

ities (STS) tasks [1–5, 31, 43]. Specifically, we observe that when

applying DCL and HCL, the performance of the self-supervised

language model averagely drops by 2.45% and 3.08% respectively.

As shown in Zhou et al. [63], the pretrained language model offers

a prior distribution over the sentences, leading to a high cosine

similarity of both positive pairs and negative pairs. So DCL and

HCL, which leverage the similarity of positive and negative scores

to tune the weight of negatives, are inapplicable because the high

similarity scores of positives and negatives will result in homoge-

neous weighting. However, the hard negatives explicitly sampled

by our proposed BatchSampler can alleviate it, with an absolute

improvement of 1.64% on DCL and 2.64% on HCL. The results of

RoBERTa [30] are reported in Appendix A.2.2.

Results in Graph Learning. We test BatchSampler on graph-level

classification task usingGraphCL [57] andMVGRL [19] frameworks.

Similar to language modality, we replace the original InfoNCE

loss function in GraphCL with the DCL and HCL. Table 3 reports

the detailed performance comparison on 7 benchmark datasets:

IMDB-B, IMDB-M, COLLAB, REDDIT-B, PROTEINS, MUTAG, and

NCI1 [58, 59]. We can observe that BatchSampler consistently
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Table 1: Top-1 accuracy under the
linear evaluation with the ResNet-50
backbone on ImageNet.

Method 100 ep 400 ep 800 ep

SimCLR 64.0 68.1 68.7

w/ BatchSampler 64.7 68.6 69.2

MoCo v3 68.9 73.3 73.8

w/ BatchSampler 69.5 73.7 74.2
*
Only conduct experiments on BatchSampler.

Table 2: Overall performance comparison with the BERT backbone on STS tasks.

Method STS12 STS13 STS14 STS15 STS16 STS-B SICK-R Avg.

SimCSE-BERT𝑏𝑎𝑠𝑒 68.62 80.89 73.74 80.88 77.66 77.79 69.64 75.60

w/ kNN Sampler 63.62 74.86 69.79 79.17 76.24 74.73 67.74 72.31

w/ BatchSampler 72.37 82.08 75.24 83.10 78.43 77.54 68.05 76.69

DCL-BERT𝑏𝑎𝑠𝑒 65.22 77.89 68.94 79.88 76.72 73.89 69.54 73.15

w/ kNN Sampler 66.34 76.66 72.60 78.30 74.86 73.65 67.92 72.90

w/ BatchSampler 69.55 82.66 73.37 80.40 75.37 75.43 66.76 74.79

HCL-BERT𝑏𝑎𝑠𝑒 62.57 79.12 69.70 78.00 75.11 73.38 69.74 72.52

w/ kNN Sampler 61.12 75.73 68.43 76.64 74.78 71.22 68.04 70.85

w/ BatchSampler 66.87 81.38 72.96 80.11 77.99 75.95 70.89 75.16

Table 3: Accuracy on graph classification task under LIBSVM [9] classifier.

Method IMDB-B IMDB-M COLLAB REDDIT-B PROTEINS MUTAG NCI1

GraphCL 70.90±0.53 48.48±0.38 70.62±0.23 90.54±0.25 74.39±0.45 86.80±1.34 77.87±0.41
w/ kNN Sampler 70.72±0.35 47.97±0.97 70.59±0.14 90.21±.74 74.17±0.41 86.46±0.82 77.27±0.37
w/ BatchSampler 71.90±0.46 48.93±0.28 71.48±0.28 90.88±0.16 75.04±0.67 87.78±0.93 78.93±0.38

DCL 71.07±0.36 48.93±0.32 71.06±0.51 90.66±0.29 74.64±0.48 88.09±0.93 78.49±0.48
w/ kNN Sampler 70.94±0.19 48.47±0.35 70.49±0.37 90.26±1.03 74.28±0.17 87.13±1.40 78.13±0.52
w/ BatchSampler 71.32±0.17 48.96±0.25 70.44±0.35 90.73±0.34 75.02±0.61 89.47±1.43 79.03±0.32

HCL 71.24±0.36 48.54±0.51 71.03±0.45 90.40±0.42 74.69±0.42 87.79±1.10 78.83±0.67
w/ kNN Sampler 71.14±0.44 48.36±0.93 70.86±0.74 90.64±0.51 74.06±0.44 87.53±1.37 78.66±0.48
w/ BatchSampler 71.20±0.38 48.76±0.39 71.70±0.35 91.25±0.25 75.11±0.63 88.31±1.29 79.17±0.27

MVGRL 74.20±0.70 51.20±0.50 - 84.50±0.60 - 89.70±1.10 -

w/ kNN Sampler 73.30±0.34 50.70±0.36 - 82.70±0.67 - 85.08±0.66 -

w/ BatchSampler 76.70±0.35 52.40±0.39 - 87.47±0.79 - 91.13±0.81 -

*
The results not reported are due to the unavailable code or out-of-memory caused by the backbone model itself.

boosts the performance of GraphCL and MVGRL, with an abso-

lute improvement of 0.4% ∼ 2.9% across all the datasets. Besides,

equipped with BatchSampler, DCL and HCL can achieve better per-

formance in 12 out of 14 cases. It can also be found that BatchSam-

pler can reduce variance in most cases, showing that the exploited

hard negatives can enforce the model to learn more robust represen-

tations. We also compare BatchSampler with 11 graph classification

models including the unsupervised graph learning methods [52, 55],

graph kernel methods [39, 53], and self-supervised graph learning

methods [19, 33, 37, 41, 51, 56, 57] (See Appendix A.2.3).

5.2 Why does BatchSampler Perform Better?
In this section, we conduct experiments to investigate why Batch-

Sampler performs better, using the example of vision modality. We

evaluate SimCLR on CIFAR10 and CIFAR100, comparing the per-

formance and false negatives of Uniform Sampler, kNN Sampler,

and BatchSampler to gain a deeper understanding of BatchSampler.

Figure 4 presents the histogram of cosine similarity for all pairs

within a sampled batch, and the corresponding percentage of false

negatives during training.

The results indicate that although kNN Sampler can explicitly

draw a data batch with similar pairs, it also leads to a substantially

higher number of false negatives, resulting in a notable degradation

of performance. Uniform Sampler is independent of the model so

the percentage of false negatives within the sampled batch remains

consistent during training, but it fails to effectively sample the

hard negatives. BatchSampler can modulate𝑀 and 𝛼 to control the

hardness of the sampled batch, which brings about the best balance

between these two sampling methods, resulting in a mini-batch of

hard-to-distinguish instances with fewer false negatives compared

to the kNN Sampler. Specifically, BatchSampler can sample hard

mini-batch but only exhibits a slightly higher percentage of false

negatives than Uniform Sampler with optimal parameter setting,

which enables BatchSampler to achieve the best performance. A

similar phenomenon can also be found in CIFAR100.

5.3 Empirical Criterion for BatchSampler
BatchSampler modulates the hardness of the sampled batch by two

important parameters𝑀 and 𝛼 to achieve better performance on

three modalities. To analyze the impact of these, we vary the𝑀 and

𝛼 in the range of {500, 1000, 2000, 4000, 6000} and {0.1, 0.3, 0.5, 0.7}
respectively, and apply SimCLR, SimCSE and GraphCL as backones.

We summarize the performance of BatchSampler with different 𝑀

and 𝛼 in Table 4. It shows that in most cases, the performance of the

model peaks when𝑀 = 1000 but plumbs quickly with the increase

of𝑀 . Such phenomena are consistent with the intuition that higher

𝑀 raises the probability of selecting similar instances as neighbors,
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Table 4: Empirical criterion for BatchSampler on neighbor candidate size 𝑀 and restart probability 𝛼 .

Modality Dataset

Neighbor Candidate Size 𝑀 Restart Probability 𝛼

500 1000 2000 4000 6000 0.1 0.3 0.5 0.7 0.2∼0.05

Image

CIFAR10 92.54 92.49 91.83 91.72 91.43 92.41 92.26 92.12 92.06 92.54
CIFAR100 67.92 68.68 67.05 66.19 65.55 68.31 67.98 68.20 68.00 68.68
STL10 84.16 84.38 82.80 81.91 80.92 83.01 80.69 83.93 82.56 84.38

ImageNet-100 59.6 60.8 60.1 59.1 58.4 60.8 59.6 58.1 57.7 60.8
Text Wikipedia 71.36 76.69 76.09 75.76 75.11 71.74 72.13 72.41 76.69 –

Graph

IMDB-B 71.90±.46 71.28±.51 71.13±.48 70.86±.56 70.68±.59 71.26±.29 71.00±.46 71.06±.21 70.78±.58 71.90±.46
IMDB-M 48.93±.28 48.68±.35 48.88±.94 48.71±.93 48.12±.75 48.48±1.07 48.27±.67 48.72±.41 48.78±.60 48.93±.28
COLLAB 70.47±.33 71.48±.28 70.93±.50 70.46±.28 70.24±.56 70.36±.28 70.63±.53 70.63±.54 70.31±.37 71.48±.28
REDDIT-B 90.88±.16 89.45±.99 90.64±.38 89.92±.75 90.37±.89 90.22±.38 89.51±.61 90.44±.48 90.28±.89 90.88±.16

Figure 4: Cosine similarity and percentage of false negatives
among various mini-batch sampling methods on CIFAR10.

but the sampler will be more likely to draw the mini-batch with

false negatives, degrading the performance.

Besides, to better understand the effect of 𝛼 , we visualize the

histograms of cosine similarity for all pairs from a sampled batch

after training and plot the corresponding percentage of false nega-

tives during training on CIFAR10 (See Figure 5). We can observe

that 𝛼 moving from 0.1 to 0.7 causes cosine similarities to gradually

skew left, but introduces more false negatives in the batch, creat-

ing a trade-off. This phenomenon indicates that the sampler with

a higher 𝛼 sample more frequently within a local neighborhood,

which is more likely to yield similar pairs. A similar phenomenon

can also be found on CIFAR100. However, as training progresses,

the instances of the same class tend to group together, increasing

the probability of collecting false negatives. To find the best balance,

we linearly decay 𝛼 from 0.2 to 0.05 as the training epoch increases,

which is presented as 0.2 ∼ 0.05 in Table 4. It can be found that this

dynamic strategy achieves the best performance in all cases except

SimCSE which only trains for one epoch. Interestingly, SimCSE

achieves the best performance by a large margin when 𝛼 = 0.7

since hard negatives can alleviate the distribution issue brought

by the pre-trained language model. More analysis can be found in

Section 5.1.

Criterion. From the above analysis, the suggested 𝑀 would be

500 for the small-scale dataset, and 1000 for the larger dataset. The

suggested 𝛼 should be relatively high, e.g., 0.7, for the pre-trained

language model-based method. Besides, dynamic decay 𝛼 , e.g., 0.2

to 0.05, is the best strategy for the other methods. Such an empirical

criterion provides critical suggestions for selecting the appropriate

𝑀 and 𝛼 to modulate the hardness of the sampled batch.

Figure 5: Cosine similarity and percentage of false negatives
among various restart probabilities on CIFAR10.

5.4 Efficiency Analysis
To further investigate the efficiency of BatchSampler, we analyze

the wall-clock time performance. Here, we introduce three met-

rics to analyze the time cost of mini-batch sampling by BatchSam-

pler: (1) Batch Sampling Cost (Cost𝑆 ) is the average time of RWR

taken to sample a mini-batch from a proximity graph; (2) Proximity

Graph Construction Cost (Cost𝐺 ) refers to the time consumption of

BatchSampler for constructing a proximity graph; (3) Batch Train-

ing Cost (Cost𝑇 ) is the average time taken by the encoder to for-

ward and backward; (4) Proximity Graph Construction Amortized

Cost (Cost𝐺/𝑡 ) is the ratio of Cost𝐺 to the graph update interval 𝑡 .

The time cost of BatchSampler is shown in Table 5, from which we

can make the following observations: (1) Sampling a mini-batch

Cost𝑆 takes an order of magnitude less time than training with a

batch Cost𝑇 at most cases. (2) Although it takes 100𝑠 for BatchSam-

pler to construct a proximity graph in ImageNet, the cost shares

across 𝑡 training steps, which take only Cost𝐺/𝑡 = 0.2 per batch.

A similar phenomenon can be found in other datasets as well. In

particular, SimCSE trains for one epoch, and proximity graph is

built once.
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Table 5: The time cost of mini-batch sampling by BatchSam-
pler on an NVIDIA V100 GPU.

Metric STL10 ImageNet-100 Wikipedia ImageNet

Cost𝑆 0.013s 0.015s 0.005 0.15s

Cost𝐺 2s 3s 79s 100s

Cost𝑇 0.55s 1.1s 0.08s 1.1s

Cost𝐺/𝑡 0.02(𝑡 = 100) 0.03(𝑡 = 100) 0.005(𝑡 = 15625) 0.2(𝑡 = 500)

Table 6: Overall performance comparison with different
graph sampling methods.

Method

Vision Language Graphs

CIFAR10 CIFAR100 STL10 Wikipedia IMDB-B COLLAB

BFS 91.03 65.15 77.08 74.39 70.48 69.98

DFS 92.14 68.29 83.05 73.40 71.12 70.60

RW 92.28 68.33 83.54 75.56 71.26 70.72

RWR 92.54 68.68 84.38 76.69 71.90 71.48

5.5 Further Analysis

Strategies of Proximity Graph Sampling. We conduct experi-

ments to explore different choices of graph sampling methods, in-

cluding (1) Depth First Search (DFS); (2) Breadth First Search (BFS);

(3) Random Walk (RW); (4) Random Walk with Restart (RWR). Ta-

ble 6 presents an overall performance comparison with different

graph sampling methods. As expected, RWR consistently achieves

better performance since it samples hard yet true negatives within

a local cluster on proximity graph. Besides, we illustrate the his-

tograms of cosine similarity for all pairs from a sampled batch and

plot the corresponding percentage of false negatives during training

in Figure 6. It can be observed that although BFS brings the most

similar pairs in the mini-batch, it performs worse than the origi-

nal SimCLR since it introduces substantial false negatives. While

having a slightly lower percentage of false negatives than RWR,

DFS, and RW do not exhibit higher performance since they are

unable to collect the hard negatives in the mini-batch. The restart

property allows RWR to exhibit a mixture of DFS and BFS, which

can flexibly modulate the hardness of the sampled batch and find

the best balance between hard negatives and false negatives.

Figure 6: Histograms of cosine similarity and percentage of
false negatives in a batch using different sampling methods.

Proximity Graph vs. kNN Graph. To demonstrate the effec-

tiveness of proximity graph, we do an ablation study by replacing

proximity graph with kNN graph which directly selects 𝑘 neighbors

with the highest scores for each instance from the whole dataset.

The neighbor number 𝑘 is 100 by default. The comparison results

are shown in Table 7, from which we can observe that proxim-

ity graph outperforms the kNN graph by a margin. BatchSampler

with kNN graph even performs worse than the original contrastive

learning method because of the false negatives.

Table 7: Performance comparison of different graph construc-
tion methods.

Method

Vision Language Graphs

CIFAR10 CIFAR100 Wikipedia IMDB-B COLLAB

Default 92.13 68.14 75.60 70.90 70.62

kNN graph 90.47 62.67 75.13 70.10 69.96

proximity graph 92.54 68.68 76.69 71.90 71.48

To develop an intuitive understanding of how proximity graph

alleviates the false negative issue, Figure 7 plots the changing curve

of false negative ratio in a batch. The results show that the proximity

graph could discard the false negative significantly: by the end of

the training, kNN will introduce more than 22% false negatives in a

batch, while the proximity graph brings about 13% on CIFAR10. A

similar phenomenon can also be found on CIFAR100.

(a) CIFAR10 (b) CIFAR100

Figure 7: Percentage of false negatives using different graph
building methods over the training step.

6 CONCLUSION
In this paper, we study the problem of mini-batch sampling for

in-batch contrastive learning, which aims to globally sample mini-

batches of hard-to-distinguish instances. To achieve this, we pro-

pose BatchSampler to perform mini-batch sampling as a walk on

the constructed proximity graph. Specifically, we design the prox-

imity graph to control the pairwise similarity among instances

and leverage random walk with restart (RWR) on the proximity

graph to form a batch. We theoretically and experimentally demon-

strate that BatchSampler can balance kNN Sampler and Uniform

Sampler. Besides, we conduct experiments with 5 representative

contrastive learning algorithms on 3 modalities (e.g. vision, lan-

guage, and graphs) to evaluate our proposed BatchSampler, demon-

strating that BatchSampler can consistently achieve performance

improvements.
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A APPENDICES
A.1 Algorithm Details

Algorithm 2: Proximity Graph Construction

Input: Dataset D = {𝑥𝑖 }, Candidate set size𝑀 , Neighbor

number 𝐾 ;

Output: A proximity graph 𝐺 ;

for 𝑣 in D do
Randomly select𝑀 neighbor candidates from D;

Select the 𝐾 closest candidates N𝑣 by Eq. 3;

𝐺 [𝑣] ← N𝑣 ;
end
return 𝐺

Algorithm 3: Random Walk with Restart(RWR)

Input: Proximity graph 𝐺 = {V, E}, seed node 𝑢, restart

probability 𝛼 , number of sampled node 𝐵;

Output: A sampled node set S;
S ← {}, 𝑣 ← 𝑢;

while len(S) < 𝐵 do
if 𝑣 not in S then
S.insert(𝑣)

end
Sample 𝑟 from Uniform distribution 𝑈 (0, 1);
if 𝑟 < 𝛼 then

𝑣 ← 𝑢;

end
else

Randomly sample 𝑣 from 𝑣 ’s neighbors;

𝑣 ← 𝑣 ;

end
end
return S

A.2 Additional Experiments
A.2.1 Extensive studies on Vision. Here we evaluate the Batch-
Sampler on two small-scale (CIFAR10, CIFAR100) and two medium-

scale (STL10, ImageNet-100) benchmark datasets, and equipDCL [12]

andHCL [38] with BatchSampler to investigate its generality. Exper-

imental results in Table 8 show that BatchSampler can consistently

improve SimCLR and its variants on all the datasets, with an abso-

lute gain of 0.3%∼2.5%. We also can observe that the improvement

is greater on medium-scale datasets than on small-scale datasets.

A.2.2 Experiments with Roberta on Language. We also apply

BatchSampler to the SimCSE with the pretrained RoBERTa [30],

and present the results in Table 9. Similar to the results of BERT,

BatchSampler can consistently improve the performance of the

baseline model. Besides, as discussed in Section 5.1, the hard neg-

ative sampled by BatchSampler explicitly can alleviate the low

distribution gap between positive score and negative score distri-

bution caused by the pretrained language model, alleviating the

performance degradation of DCL and HCL.

Table 8: Overall performance comparison on image classifi-
cation task in terms of Top-1 Accuracy.

Method CIFAR10 CIFAR100 STL10 ImageNet-100

SimCLR 92.13 68.14 83.26 59.30

w/ kNN Sampler 90.16 62.30 79.25 57.70

w/ BatchSampler 92.54 68.68 84.38 60.80

DCL 92.28 68.52 84.92 59.90

w/ BatchSampler 92.74 68.91 86.39 60.14

HCL 92.39 68.92 88.20 60.60

w/ BatchSampler 92.41 69.13 89.49 61.50

Table 9: Performance comparison for sentence embedding
learning based on RoBERTa.

Method STS12 STS13 STS14 STS15 STS16 STS-B SICK-R Avg.

SimCSE-RoBERTa𝑏𝑎𝑠𝑒 67.90 80.91 73.14 80.58 80.74 80.26 69.87 76.20

w/ kNN Sampler 68.78 79.49 73.34 81.05 80.15 77.09 67.18 75.30

w/ BatchSampler 68.29 81.96 73.86 82.16 80.94 80.77 69.30 76.75
DCL-RoBERTa𝑏𝑎𝑠𝑒 66.60 79.16 71.05 80.40 77.76 77.94 67.57 74.35

w/ kNN Sampler 65.39 79.04 69.71 78.37 75.98 74.72 64.39 72.51

w/ BatchSampler 65.53 80.09 71.00 80.64 78.35 77.75 67.52 74.41
HCL-RoBETa𝑏𝑎𝑠𝑒 67.20 80.47 72.44 80.88 80.57 78.79 67.98 75.49

w/ kNN Sampler 65.99 77.32 73.71 80.59 79.78 77.70 65.40 74.36

w/ BatchSampler 66.01 80.79 73.58 81.25 80.66 79.22 68.52 75.72

A.2.3 Comparison with baselines on Graphs. In Table 10, we

compare different kinds of baselines on graph classification tasks,

including the unsupervised graph learning methods [52, 55], graph

kernel methods [39, 53], and self-supervised graph learning meth-

ods [19, 33, 37, 41, 51, 56, 57]. BatchSampler can consistently im-

prove the performance of both GraphCL and MVGRL on all the

datasets, demonstrating the effectiveness of global hard negatives.

Benefiting from the performance gain brought by BatchSampler,

MVGRL achieves the best performance on 4 datasets, outperforming

InfoGCL and supervised methods.

A.2.4 Impact of Sampling Method on CIFAR100. We conduct

different strategies of proximity graph sampling on CIFAR100 to

investigate the impact of sampling methods. As shown in Figure 8,

BFS achieves more similar pairs in the sampled batch but it in-

troduces a higher percentage of false negatives, which obviously

degrades the downstream performance. Conversely, DFS explores

paths far away from the selected central node, which can not guar-

antee that the sampled path (i.e. batch) is within a local cluster. Thus,

we theoretically leverage RWR to flexibly modulate the hardness of

the sampled batch and achieve a balance between hard negatives

and false negatives.

A.3 Parameter Analysis
A.3.1 Batchsize 𝐵. To analyze the impact of the batchsize 𝐵, we

vary 𝐵 in the range of {16, 32, 64, 128, 256} and summarize the

results in Table 12. In vision, a larger batchsize leads to better
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Table 10: Experiment results for graph classification task under LIBSVM [9] classifier.

Method Dataset IMDB-B IMDB-M COLLAB REDDIT-B PROTEINS MUTAG NCI1

Supervised

GIN 75.1±5.1 52.3±2.8 80.2±1.9 92.4±2.5 76.2±2.8 89.4±5.6 82.7±1.7
DiffPool 72.6±3.9 - 78.9±2.3 92.1±2.6 75.1±3.5 85.0±10.3 -

Graph Kernels

WL 72.30±3.44 46.95±0.46 - 68.82±0.41 72.92±0.56 80.72±3.00 80.31±0.46
DGK 66.96±0.56 44.55±0.52 - 78.04±0.39 73.30±0.82 87.44±2.72 80.31±0.46

Self-supervised

graph2vec 71.10±0.54 50.44±0.87 - 75.78±1.03 73.30±2.05 83.15±9.25 73.22±1.81
infograph 73.03±0.87 49.69±0.53 70.65±1.13 82.50±1.42 74.44±0.31 89.01±1.13 76.20±1.06
JOAO 70.21±3.08 49.20±0.77 69.50±0.36 85.29±1.35 74.55±0.41 87.35±1.02 78.07±0.47
GCC 72.0 49.4 78.9 89.9 - - -

InfoGCL 75.10±0.90 51.40±0.80 - - - 91.20±1.30 -

GraphCL 70.90±0.53 48.48±0.38 70.62±0.23 90.54±0.25 74.39±0.45 86.80±1.34 77.87±0.41
GraphCL + BatchSampler 71.90±0.46 48.93±0.28 71.48±0.28 90.88±0.16 75.04±0.67 87.78±0.93 78.93±0.38

MVGRL 74.20±0.70 51.20±0.50 - 84.50±0.60 - 89.70±1.10 -

MVGRL + BatchSampler 76.70±0.35 52.40±0.39 - 87.47±0.79 - 91.13±0.81 -

Figure 8: Histograms of cosine similarity and Percentage of
false negative of all pairs in a batch.

Table 11: Performance comparison with different 𝑡 .

Update Interval 𝑡 50 100 200 400

Vision

CIFAR10 92.29 92.54 92.34 92.26

CIFAR100 68.37 68.68 67.83 68.59

Update Interval 𝑡 10 25 50 100

Graphs

IMDB-B 71.30 71.90 71.40 71.10

COLLAB 71.06 70.36 71.48 70.62

results, which is consistent with the previous studies [10, 20, 27].

In language domain, BatchSampler reaches its optimum at 𝐵 =

64, which aligns with the results in SimCSE [16]. For graphs, the

performance improves slightly with increasing batch size.

A.3.2 Impact of Neighbor Number 𝐾 . In Figure 9, we investi-

gate the impact of the neighbor number 𝐾 on ImageNet-100 dataset

with the default BatchSampler setting. We observe an absolute

improvement of 1.1% with the increasing size of neighbors. Specifi-

cally, model achieves an absolute performance gain of 0.9% from

𝐾 = 100 to 𝐾 = 300, while only obtaining 0.2% from 𝐾 = 300 to

𝐾 = 500, demonstrating that sampling more neighbors increases

the scale of proximity graph and urges BatchSampler to explore

smaller-scope local clusters, leading to a significant improvement
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Figure 9: Impact of neighbor number 𝐾 .

Table 12: Performance comparison of different batchsize 𝐵.

𝐵
Vision Language Graphs

CIFAR10 CIFAR100 STL10 Wikipedia IMDB-B COLLAB

16 79.93 46.69 56.31 76.26 71.50 71.32

32 84.64 56.24 68.61 74.16 71.60 71.40

64 89.09 61.30 74.24 76.69 71.65 71.42

128 91.03 65.96 82.56 76.64 71.83 71.48
256 92.54 68.68 84.38 76.11 71.90 71.35

in performance. However, performance degrades after reaching the

optimum, because larger 𝐾 introduces more easy negatives.

A.3.3 Proximity Graph Update Interval 𝑡 . To analyze the im-

pact of update interval 𝑡 , we vary 𝑡 in the range of {50,100,200,400}

for vision and {10,25,50,100} for graphs respectively. Table 11 sum-

marizes the experimental results on different 𝑡 . Update intervals

that are too short or too long will degrade the performance. One rea-

son is that sampling on a proximity graph that is frequently updated

results in unstable learning of the model. Besides, the distribution

of instances in the embedding space will change during the training

process, resulting in a shift in hard negatives. As a result, after a

few iterations, the lazy-updated graph cannot adequately capture

the similarity relationship.
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