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Abstract In this paper, we present a topic level expertise search framework for heteroge-
neous networks. Different from the traditional Web search engines that perform retrieval and
ranking at document level (or at object level), we investigate the problem of expertise search
at topic level over heterogeneous networks. In particular, we study this problem in an aca-
demic search and mining system, which extracts and integrates the academic data from the
distributed Web. We present a unified topic model to simultaneously model topical aspects
of different objects in the academic network. Based on the learned topic models, we investi-
gate the expertise search problem from three dimensions: ranking, citation tracing analysis,
and topical graph search. Specifically, we propose a topic level random walk method for
ranking the different objects. In citation tracing analysis, we aim to uncover how a piece of
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work influences its follow-up work. Finally, we have developed a topical graph search func-
tion, based on the topic modeling and citation tracing analysis. Experimental results show
that various expertise search and mining tasks can indeed benefit from the proposed topic
level analysis approach.

Keywords Social network · Information extraction · Name disambiguation · Topic
modeling · Expertise search · Association search

1 Introduction

Heterogeneous networks are becoming prevalent in many real-world applications. For ex-
ample in a heterogeneous academic network, there are different objects such as authors,
conferences, and papers; in a product review system, there are objects like products, users,
and reviews. The emerging complex networking data poses many fundamental challenges
for search and mining of them.

Traditional keyword-based search essentially matches the queried keywords with docu-
ments, and object-oriented search extracts attributes for specific objects (e.g., product) and
performs search at the object level. In contrast with the traditional search, our topic level
search tries to extract the “semantics” of documents/queries and match them at the topic
level. The fundamental issue in the topic level search is how to model the object/document
with semantic topics. The problem becomes more challenging with the prevalence of het-
erogeneous networks, which usually consist of different types of objects. In addition, we
need also consider how to employ the learned latent topical information to help the search
and mining tasks.

Academic network is a typical heterogeneous network. Recently, the fast growing repos-
itory of scientific literature has posed many challenging issues in literature management.
Preliminary statistics show that there are more than 1 million researchers, 3 million publi-
cations, and 32 million citation relationships in Computer Science (Tang et al. 2010). Pre-
viously, several systems have been developed for academic search, for instance DBLP1,
CiteSeer2, Google Scholar3, Libra4, and Dblife5. However, most of these systems are sim-
ply modeling documents based on unigram language model (Zhai and Lafferty 2001). Libra
(Nie et al. 2005) considers papers, authors, and conferences as different objects and utilizes
a PopRank (by extending PageRank, Page et al. 1999) to rank the different objects. However,
its search model is still based on keyword matching and does not consider topical aspects of
the academic data. As a result, an object that is highly popular for one topic (even “spam”
topic) may dominate the results of another topic in which it is less authoritative. We argue
that existing modeling methods are insufficient for an in-depth analysis of such a large-scale
heterogeneous network.

We begin with several motivating examples drawn from the academic daily life. First,
when starting a work on a new research topic, a researcher, especially a beginning researcher,
often wants to have a quick overview of the research topic: who are the experts on this topic?

1http://www.informatik.uni-trier.de/~ley/db/.
2http://citeseerx.ist.psu.edu/.
3http://scholar.google.com.
4http://libra.msra.cn/.
5http://dblife.cs.wisc.edu/.

http://www.informatik.uni-trier.de/~ley/db/
http://citeseerx.ist.psu.edu/
http://scholar.google.com
http://libra.msra.cn/
http://dblife.cs.wisc.edu/
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what are the best papers? what are the authoritative publication venues in this research area?
and what are the most well-known research labs? Next, to further the research, the researcher
wants to have an in-depth understanding of the research field: what are the hot sub-topics
discussed in this field? how this field has been evolving in the past years? what are the
relationships between different research works? and how a piece of research work influences
its follow-up work? Moreover, when got a new idea, the researcher is usually eager to know
which papers he should refer to. Additionally, researchers often want to be informed with
the research trend of the academic community, e.g., what are the hot research fields? which
fields grew up quickly in the past years and which ones taper off? who are the most active
researchers in a specific field?

To summarize, the fundamental challenges include: How to capture the topical “seman-
tics” for each object in the academic network? and How to improve the quality of search
and mining over the networking data with the learned topic models?

Recently, statistical topic models have attracted much attention from the research com-
munity. Topic models such as probabilistic Latent Semantic Indexing (pLSI) (Hofmann
1999) and Latent Dirichlet Allocation (LDA) (Blei et al. 2003) have been proposed to
model latent topics among documents and have been successfully applied to multiple text
mining tasks (McCallum et al. 2007; Mimno and McCallum 2007; Steyvers et al. 2004;
Zhai et al. 2004). Inspired by the recent success of topic models for text mining, in this
work, we are investigating a paradigm shift to enable search/analysis at topic level for the
academic network with the following contributions:

• We present a probabilistic topic model to simultaneously model the different objects in
the heterogeneous academic network by incorporating the link information (citation rela-
tionship).

• Based on the topic modeling results, we investigate how to improve the performance
of expertise search, and then study two interesting issues: citation tracing analysis and
topical graph search.

• We evaluate the effectiveness of the approaches and experimental results show that the
topic level analysis can effectively improve the performance of expertise search (+15.4%
in terms of MAP) and citation relationship categorization (+16.3%).

We have developed Arnetminer.org6, a topic level academic search engine, in which we
aim to provide comprehensive services for research communities. Currently, the system
collects information of over 1 million researchers, 3 million publication papers (including
1 million full papers), and 8 thousand conferences. Services such as expertise search, people
association search, topical graph search, and topic browser are provided in Arnetminer. The
system is in operation on the internet since 2006 and receives a large amount of accesses
from 190 countries.

The paper is organized as follows. In Sect. 2, we introduce the extracted heterogeneous
academic network. In Sect. 3, we explain our approach for topical analysis over the hetero-
geneous network. In Sect. 4, we describe how to take advantage of the discovered topical
aspects for expertise search. In Sect. 5, we introduce how we employ parallelization tech-
niques to improve the topical analysis efficiency. Section 6 gives the experimental results.
Section 7 reviews the related work. We conclude the paper in Sect. 8.

6http://arnetminer.org.

http://arnetminer.org
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2 Data preparation

The academic data is distributed on the Web. For searching and mining the academic net-
work, we need to first extract the networking data from the Web. We define the data model
of the academic network (as shown in Fig. 1).

Some of the academic data can be extracted from structured data sources such as the
publication information from DBLP; while other data needs to be extracted from unstruc-
tured Web pages such as researchers’ homepages. We propose a unified approach to extract
researcher profiles from the researchers’ homepages. We integrate the publication data from
online databases. We extract the organization information from Wikipedia using regular ex-
pressions.

Our technique contribution includes the unified approach for researcher profiling (Tang
et al. 2007) and the approach for dealing with the name disambiguation problem in the
integration (Zhang et al. 2007a). The unified approach for research profiling explored in this
paper is based on a Tree-structured Conditional Random Fields (TCRFs) (Tang et al. 2006).

Researcher profiling Specifically, the researcher profiling approach consists of three steps:
relevant page identification, preprocessing, and tagging. In relevant page identification,
given a researcher name, we first get a list of web pages by a search engine (we use Google
API) and then identify the homepage/introducing page using a classifier. The performance
of the classifier is 92.39% in terms of F1-measure. In preprocessing, we separate the text
into tokens and assign possible tags to each token. The tokens form the basic units in the fol-
lowing tagging step and the pages form the sequences of units. In tagging, given a sequence
of units, we determine the most likely corresponding sequence of tags by using a trained
tagging model. The type of the tags corresponds to the profile property (as shown in Fig. 1).

Fig. 1 The schema of academic network



Mach Learn (2011) 82: 211–237 215

As the tagging model, we use Tree-structured Conditional Random Fields (TCRFs) (Tang
et al. 2006). TCRFs can model dependencies across hierarchically laid-out information. In
researcher profile extraction, an identified homepage can be represented as an Document
Object Model (DOM) tree. The root node corresponds to the Web page, a leaf node denotes
a word token, and an inner node denotes a coarse information block (e.g., a block contain-
ing contact information). For parameter estimation, as the graphical structure in TCRFs can
be a tree with cycles, exact inference will be expensive. We propose using the Tree-based
Reparameterization (TRP) algorithm (Wainwright et al. 2001) to compute the approximate
inference.

We evaluate the performance of the proposed approach on 2,000 randomly chosen re-
searchers’ homepages. Our approach can reach 86.70% (in terms of F1-measure) on av-
erage. We compare our method with several state-of-the-art methods, i.e., rule learning
based method (Amilcare), classification based method (SVM-based method), and linear-
chain CRFs. Our approach significantly outperforms (+3.4%–33.2%) the baseline methods
for profile extraction.

Integration We collect the publication data from online databases including DBLP, ACM
Digital library, Citeseer, and others. For integrating researcher profiles and the publication
data, the author name is used as the identifier. Thus it is necessary to deal with the name
ambiguity problem. The task of name disambiguation is defined as follows: Given a person
name a, we denote all papers having the author name a as P = {p1,p2, . . . , pn}. Suppose
there existing k actual researchers {y1, y2, . . . , yk} having the name a, our task is to as-
sign each of these n papers to its real researcher yi . We propose a probabilistic framework
for name disambiguation based on Hidden Markov Random Fields (HMRF) (Zhang et al.
2007a). The method effectively improves (+8%) the performance of name disambiguation,
by comparing with the baseline methods on two real-world data sets.

Heterogeneous academic network The extracted/integrated data is stored into an acad-
emic network base. With the profiling and integration methods, we have already collected
1,048,504 researcher profiles, 3,258,504 publications, 8,042 conferences, and 34,215,473
paper-paper citation relationships, and 57,443,857 coauthor relationships. A detailed intro-
duction about how the academic network has been constructed can be referred to (Tang et
al. 2010). Based on the academic network, we have developed an academic search system,
called Arnetminer. Services such as expertise search, citation tracing analysis, topical graph
search, and topic browser are provided.

3 Topical analysis

The objective of topical analysis is to discover latent topics (“semantic” aspects) associated
with each object in the academic network. Traditional keyword-based analysis tends to be
overly specific in terms of matching words. Topic analysis can alleviate the problem by rep-
resenting each object at the topic level. We present two topic models: Author-Conference-
Topic (ACT) model and Citation-Tracing-Topic (CTT) model. In the next section, we will
discuss how to take advantage of the discovered topics in academic search, citation tracing
analysis, and topical graph search.

Before introducing the two topic models, we first give the definition of topic. Each topic
z is defined as {(w1,P (w1|z)), . . . , (wN1,P (wN1|z))}. The definition means that a topic is
represented by a mixture of words and their probabilities belonging to the topic. The topic
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Table 1 Notations

Symbol Description

M Number of papers

P Number of citation contexts

V Number of unique words in papers

T Number of topics

K Number of categories

Nd Number of words in paper d

Np Number of words in citation context p

d A paper

p A citation context

wdi The i-th word in paper d

wpi The i-th word in citation context p

zdi The topic assigned to the i-th word in paper d

cpi The category assigned to the i-th word in citation context p

zs
pi

The topic chosen from the citing paper for the i-th word in citation context p

zt
pi

The topic chosen from the cited paper for the i-th word in citation context p

θd Multinomial distribution over topics specific to paper d

φz Multinomial distribution over words specific to z

ψzszt Multinomial distribution over relationship categories specific to the topic pair (zs , zt )

λc Multinomial distribution over words specific to the category c

definition can be also extended to other information sources. For example, we can extend
the topic definition by publication venues, i.e., {(c1,P (c1|z)), . . . , (cN1,P (cN1|z))}. Further,
each object can be associated with a set of topic distribution, e.g., a researcher a is associated
with {P (z|a)}z. Table 1 lists the major notations used throughout this paper.

3.1 Author-conference-topic model

Basically, the academic network is composed of three types of objects: authors, papers, and
conferences. Our goal is to discover the latent topic distribution associated with each object.
Modeling the different sources can be done in many different ways, for example, using
the state-of-the-art language model (LM) (Baeza-Yates and Ribeiro-Neto 1999) or using a
separated pLSI (Hofmann 1999) or LDA (Blei et al. 2003) for each type of object. However,
the different types of objects in the academic network are often intertwined. Separately
learning the model for each type of object cannot take advantage of the correlation between
them, thus may result in unsatisfactory performance. Some preliminary experimental results
(Tang et al. 2008a) confirm this assumption. Our main idea in this work is to use a unified
probabilistic model to model papers, authors, and publication venues simultaneously.

The proposed topic model is called Author-Conference-Topic (ACT) model. For sim-
plicity, we use conference to denote conference, journal, and book hereafter. The model
simulates the process of writing a scientific paper using a series of probabilistic steps. In
essence, the topic model uses a latent topic layer as the bridge to connect the different types
of objects. More accurately, for each object it estimates a mixture of topic distribution which
represents the probability of the object being associated with every topic. For example, for
each paper, we have a set of probabilities {P (zi |d)}, respectively denoting how likely paper
d discusses a topic zi .
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We use Gibbs sampling for parameter estimation. During parameter estimation, the algo-
rithm keeps track of a A × T (author by topic) count matrix, a T × V (topic by word) count
matrix, and a T × C (topic by conference) count matrix. Given these three count matrices,
we can estimate the probability of a topic given an author P (z|a) or θaz, the probability of a
word given a topic P (w|z) or φzw , and the probability of a conference given a topic P (c|z)
or ψzc . Interested reader can refer to (Tang et al. 2008a) for more details.

3.2 Citation-tracing-topic model

The ACT model can model the topical aspects associated with objects, but ignores the link
information. We further investigate how to model the citation relationship in the topic model.
Generally, we hope that the topic model can capture the characteristics of the citation rela-
tionship and its connected papers, for example, the correlation between the relationship cat-
egory (e.g. “Basic theory” and “Comparable work”) and the topic distribution of the papers.
We propose a novel topic model, called Citation-Tracing-Topic (CTT) model, to extract top-
ics in the paper and to categorize the citation relationship in a unified way. The basic idea
is to use two correlated generative processes to fulfill the two subtasks simultaneously. Fig-
ure 2 shows the graphical representation of the CTT model. The first process (the left/right
column of Fig. 2) is to model the topic distribution within each paper. The second process
(the middle column of Fig. 2) is to model the citation relationship between the source paper
and the target paper. Specifically, each citation relationship corresponds to a Citation Con-
text, which is defined by the context words surrounding the citation position, e.g., the words
“. . . We use Cosine computation (Andrieu et al. 2003) to evaluate the similarity . . . ” would
be the citation context between the source paper and the target paper “(Andrieu et al. 2003)”.
Each citation context is denoted as p. We use the correlation between the two processes to

Fig. 2 Graphical representation
of the CTT model
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model dependencies between the topic distribution and the relationship category. Formally,
the generative process of the CTT model is described as:

• For each word wdi in paper d :
– draw a topic zdi from a multinomial Mult(.|θd);
– draw the word wdi from a multinomial Mult(.|φz);

• For each word wpj in citation context p:
– draw a topic zs from a multinomial Mult(.|θp(s)) specific to the source paper p(s) of

the citation context p;
– draw a topic zt from a multinomial Mult(.|θp(t)) specific to the target paper p(t) of the

citation context p;
– draw a category c from a multinomial Mult(.|ψzszt )

– draw the word wpj from multinomial Mult(.|λc);

where θ , φ, ψ , and λ are multinomial distributions respectively specific to paper d , topic z,
topic-pair (zs, zt ), and relationship category c. We assume that the four multinomials are
sampled from Dirichlet distributions with priors α, β , γ , and μ.

Parameter estimation There are four sets of unknown parameters in the CTT model:
(1) the distribution 	 of M paper-topics and the distribution 
 of T topic-words; (2) the
distribution � of T × T topic-pair-categories and the distribution � of K category-words;
(3) the corresponding topic zdi for each word wdi in the paper d ; and (4) the chosen topic
pair (zs, zt ) and the category cpj for each word wpj in the citation context p. It is usu-
ally intractable to exactly estimate the parameters in such a probabilistic model. A va-
riety of algorithms have been proposed to conduct approximate estimation, for example
variational EM methods (Blei et al. 2003), Gibbs sampling (Griffiths and Steyvers 2004;
Steyvers et al. 2004), and expectation propagation (Griffiths and Steyvers 2004; Minka
2003). We chose Gibbs sampling for its ease of implementation. Instead of estimating the
model parameters directly, we evaluate (a) the posterior distribution on just z and then use
the results to infer 	 and 
 for the first generative process; (b) the posterior distribution
on topic pair (zs, zt ), and category c, and then use the sampling results to infer � and �

for the second generative process. More specifically, we begin with the joint distribution of
variables w, wpair , z, zs , zt , c given α, β , γ , and μ as:

P (w,wpair , z, zs , zt , c|α,β, γ,μ)

=
∫

θ

∫
φ

∫
λ

∫
ψ

P (w, z|θ,φ)P (wpair , zs , zt , c|θ,λ,ψ)

× P (θ |α)P (φ|β)P (λ|μ)P (ψ |γ )dθdφdλdψ

=
T∏

z=1

(nz + β)

(β)

M∏
d=1

(nd + α)

(α)

T∏
zs=1

T∏
zt=1

(nzs zt + γ )

(γ )

C∏
c=1

(nc + μ)

(μ)
(1)

where nz denotes a set of numbers with each nzv corresponding to the number of times
that word wv has been generated by topic z; nd denotes a set of numbers with each ndz

corresponding to the number of times that topic z has been generated from document d ;
nzs zt denotes a set of numbers with each nzszt c corresponding to the number of times that
category c has been generated by topic pair (zs, zt ); nc denotes a set of numbers with each
ncv corresponding to the number of times that word wv has been generated by category c;
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function (nd + α), for example, is defined as:

(nd + α) =
∏T

z=1 �(ndz + α)

�(
∑T

z=1(ndz + α))
(2)

where �(.) is a gamma function.
And then using the chain rule, we can obtain the conditional probability P (zdi |z−di ,w, α)

for sampling the topic for each word in the first generative process:

P (zdi |z−di ,w, α) = n−di
dzdi

+ α∑
z(n

−di
dz + α)

n−di
zdiwdi

+ β∑
v(n

−di
zdi v

+ β)
(3)

where ndz is the number of times that topic z has been sampled from paper d ; nzw is the
number of times that word w has been generated by topic z; the number n−di with the
superscript −di denotes a quantity, excluding the current instance.

For the second generative process, with an analogous process, we can first sample a
topic-pair (zs, zt ) from the source and the target papers for each word in the citation context
p by:

P (zs
pj , z

t
pj |zs

−pj , zt
−pj , c) =

n
−pj

p(s)zs
pj

+ α

∑
z(n

−pj

p(s)z + α)

n
−pj

p(t)zt
pj

+ α

∑
z(n

−pj

p(t)z + α)

n
−pj

zs
pj

zt
pj

cpj
+ γ

∑
c(n

−pj

zs
pj

zt
pj

c
+ γ )

. (4)

We then sample the category cpj for each word wpj by:

P (cpj |c−pj ,wp, zs , zt , γ ) =
n

−pj

zs
pj

zt
pj

cpj
+ γ

∑
c(n

−pj

zs
pj

zt
pj

c
+ γ )

n
−pj
cpj wpj

+ μ∑
v(n

−pj
cpj wv + μ)

.

After training the CTT model, we can obtain the probability P (z|d) of a topic z given
paper d , the probability P (w|z) of a word w given topic z, and the probability P (c|zs, zt )

of a category c given a topic-pair (zs, zt ).
As for the hyperparameters α, β , γ , and μ, one could estimate the optimal values using a

Gibbs EM algorithm (Andrieu et al. 2003; Minka 2003) or a variational EM method (Blei et
al. 2003). For some applications, topic models are sensitive to the hyperparameters (Asun-
cion et al. 2009) and it is necessary to get the right values for the hyperparameters. As for
citation tracing analysis, we found that the estimated topic models are not very sensitive to
the hyperparameters. Thus, for simplicity, we took a fixed value.

4 Topic level expertise search

Based on the topic analysis results, the system provides various search/analysis services,
e.g., research profile search, expertise search, citation tracing analysis, academic suggestion,
and topic browser. We explained some of them in our prior work (Tang et al. 2008a). In this
paper, we will focus on those not covered in the prior work, i.e. ranking at the topic level,
citation tracing analysis, and topical graph search.
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4.1 Ranking at the topic level

One of the most important module in a search engine is to estimate the relative importance
of each object, i.e. to rank the objects. PageRank (Page et al. 1999) is one of the state-of-
the-art algorithm for this purpose by analyzing link structures. However, the conventional
PageRank does not consider the topic information. To break this limitation, we propose a
topical random walk algorithm. The basic idea is to integrate the topic modeling results into
a random walk framework for improving the object ranking quality (Tang et al. 2008b). We
consider two methods to integrate the discovered topics into the random walk framework
for ranking objects in the academic network.

Random walk (RW) We first briefly introduce the process of random walk over the aca-
demic network. The academic network can be considered to be composed of three com-
posite networks. At the center is a directed graph of paper citations Gd = (Vd,Edd), where
Vd includes all papers, and the directed edge (d1, d2) ∈ Edd suggests the paper d1 cites
the paper d2. The relationships between authors and papers are modeled by a bipartite
graph Gad = (Va ∪ Vd,Ead) where Va is the set of authors, and author-paper relation-
ships are recorded in the edge-set Ead . Similarly, we can define another bipartite graph
Gcd = (Vc ∪ Vd,Ecd) between publication venues and papers.

We can define a random walk over the academic network. The transition probability
between nodes can be defined in different ways, e.g. by an average scoring scheme or based
on the topic modeling results. Given this, similar to PageRank, the random walk ranking
score for each object x can be defined as:

r[x] = ξ

|V | + (1 − ξ) ×
∑

(x,y)∈E

λyxr[y]P (x|y) (5)

where |V | is the number of nodes in the network; ξ is a random jump parameter; λyx is
the transition probability between the type of node y and the type of node x; P (x|y) is the
probability between two specific nodes y and x. A similar definition has been previously
used for ranking objects in heterogeneous networks (Nie et al. 2005).

Proposed 1: Random walk with topic nodes (RWTN) The first proposed method for com-
bining the topic model with random walk is to integrate the discovered topics into the ran-
dom walk. It augments the academic network with topic nodes Vz. Let Gtd = (Vz ∪Vd,Ezd)

be a bipartite graph between papers and topics, where Vz is the set of topic nodes esti-
mated by the topic model, and if paper d can be generated from topic z with a probability
P (d|z) > ε (where ε is a parameter to control the density of the constructed network), then
we have an edge (z, d) ∈ Ezd . Similarly, we can define edges Ecz between conferences and
topics and edges Eaz between authors and topics. We conduct random walk on the new net-
work. The random walk can make use of the topic distribution associated with each object.

In this method, we consider that after the random surfer walks to a topic node from
some other node, he/she will has different transition probabilities to walk back to different
types of nodes. The transition probabilities are calculated using the ACT topic model (e.g.,
PACT(a|z)), more specifically,

P (zi |aj ) = θaj zi
, (6)

P (aj |zi) = P (zi |aj )P (aj )

P (zi)
, (7)
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P (zi |dj ) = 1

Ad

∑
x∈ad

θxzi
, (8)

P (dj |zi) = P (wd |zi) =
Nd∏
i=1

P (wdi |zi), (9)

P (cj |zi) = ψzicj
, (10)

P (zi |cj ) = P (cj |zi)P (zi)

P (cj )
(11)

where θ and ψ are obtained by parameter estimation for the ACT model; P (zi), P (aj ), and
P (cj ) can be obtained by counting the number after Gibbs sampling.

Note that we can adjust the different parameters λ to weight how the random walk and
the topic model will affect the final rank. If λ from the other nodes to the topic nodes are
very small, then the dominant portion of the ranking will be determined by the random walk.
If λ from the other nodes to the topic nodes are very large, then the dominant portion of the
ranking will be determined by the topic model.

Proposed 2: Random walk at topic level (RWTL) Another proposed method is to run the
random walk at the topic level. In RWTL, for each object x in the heterogeneous academic
network, we introduce a vector of ranking scores {r[x, z]Tz=1}. The random walk is still
performed at the original academic network G, but at the topic level. That is, for any two
linked nodes, we consider random walk between the two nodes within the same topic and
across different topics. Formally, the topic level ranking score of paper d is defined as:

r[d, zk] = ξ
1

|V |P (zk|d)

+ (1 − ξ)
∑

d ′ :d ′→d

[
εP (d|d ′, zk) + (1 − ε)

1

T

∑
j �=k

p(d, zk|d ′, zj )

]
(12)

where p(z|d) is the probability of topic z generated by paper d and it is calculated by a
similar equation to (8); ξ is the random jump factor; parameter ε represents the preference
to the topic-intra transition or the topic-inter transition; the probability P (d|d ′, zk) is defined
as 1

Ed′ ∗ ; here Ed ′ ∗ denotes the set of edges pointing from paper d ′ to the other nodes; the

probability P (d, zk|d ′, zj ) is defined as P (zk|d)P (zj |d ′).
Similarly, we can define the ranking scores for authors and conferences. Further we com-

bine the ranking scores with the relevance score the topic model by multiplication.

Academic search In the academic network, expertise search can be decomposed into four
sub-tasks: person search, expert search, publication search, and conference search. The user
can input any types of queries (e.g., a person name such as “Jie Tang”, a general query such
as “data mining”, or a composite query such as “Jie Tang KDD mining”). The system first
parses the query and identifies “semantics” of the query (e.g., “author:Jie Tang; conf:KDD;
keyword:mining”), and then retrieves objects by combining the topic model and the word-
based language model, e.g. (formulas for other objects can be defined similarly.)

P (q|d) = PLM(q|d) × PACT(q|d) (13)
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where PLM(q|d) is the generating probability of query q from paper d by the language
model and PACT (q|d) is the generating probability by the ACT model. The two probabilities
are respectively calculated by:

PLM(q|d) =
∏
w∈q

(
Nd

Nd + η
· tf (w,d)

Nd

+
(

1 − Nd

Nd + η

)
· tf (w,D)

ND

)
, (14)

PACT(q|d, θ,φ) =
∏
w∈q

(
1

Ad

∑
x∈ad

T∑
z=1

P (w|z,φz)P (z|x, θx)

)
(15)

where Nd is the number of word tokens in document d , tf (w,d) is the frequency (i.e.,
occurring times) of word w in d , ND is the number of word tokens in the entire collection,
and tf (w,D) is the frequency of word w in the collection D; η is the Dirichlet smoothing
factor and is commonly set according to the average document length in the collection (Zhai
and Lafferty 2001); ad denotes all authors of paper d ; Ad is the number of authors, i.e.,
Ad = |ad |.

The topic model captures the general meaning of the query through its associated topics
and the language model describes the specific meaning in terms of matching words. Thus
the combination of the two models results in a balance between generality and specificity.
Further, we combine the random walk ranking score with the relevance score. The simplest
method is to multiply the two scores, e.g.:

R[x] = r[x] × P (q|x) (16)

where r[x] is the random walk ranking score and P (q|x) is the relevance score of the query
q to the object x.

For combining the ranking score of the first proposed topical random walk method with
the relevance score, we can use the same equation as (16). For combining the ranking score
of our second topical random walk method with the relevance score, we can sum up either all
topic level ranking scores or only the top-K ranking scores, and then multiply the obtained
score with the relevance score by a similar equation as (16).

4.2 Citation tracing analysis

The goal of citation tracing analysis is to construct a citation tracing graph based on paper
contents and their citation relationships. An ideal citation graph would provide the following
information to the user: (1) topical aspects discussed in each paper; (2) semantics of the
citation relationship between two papers; and (3) the strength of each citation relationship.
With such a graph, a researcher could easily trace the origins of an idea/technique, analyze
the evolution and impact of a research topic, filter the citations by certain categories of
citation relationships, as well as zoom in and zoom out the citation tracing graph with the
degree of influence.

Specifically, we define three categories of citation relationships: “Basic theory” (the
source paper is based on the theory introduced in the target paper), “Comparable work”
(the source paper is a comparable work of the target paper, e.g., an enhancement of an ex-
isting algorithm), and “Other” (neither “Basic theory” nor “Comparable work”). We use the
CTT model to simultaneously model the topic distribution of each paper and the mixture
of latent topics and relationship categories. Next, we propose a method to categorize the
citation relationship based on the estimated topic models. Then, we present a method to cal-
culate the influential strength of a citation relationship by considering the topic distribution
of the source and the target papers as well as the topic-category mixture.
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Citation relationship categorization With the topical analysis by the CTT model, we can
obtain the probability of a topic given a paper θdz, the probability of a word given a topic φzv ,
the probability of a category given a topic-pair ψzszt c , and the probability of a word in the
citation contexts given a category λcv . For determining the category of a citation relationship,
we can make use of the topic modeling results to calculate the posterior probability of the
category of the citation relationship given a citation context by:

P (c|p) =
T∑

zs=1

T∑
zt =1

P (c|zs, zt )P (zs |p(s))P (zt |p(t)) (17)

where p(s) and p(t) denotes the source paper and the target paper of citation context p

respectively. The intuition is that the relationship category is determined by topics presented
in the citing and the cited papers. The last two probabilities on the right part of (17) rep-
resent the topic distribution in the citing and the cited papers, respectively; while the first
probability P (c|zs, zt ) captures the correlation between the relationship category and the
distribution of topic-pair.

Citation influence estimation The other task in the citation tracing analysis is to estimate
the influence of each citation relationship (citation context). We use two different methods
to calculate the influential strength: one is category independent and the other is category
dependent.

In the category independent method, we use KL-divergence, a standard measure of the
difference between two probability distributions, to estimate the strength of the citation re-
lationship. The intuition is: if two papers describe a similar content (a small divergence
between their topic distributions), then the cited paper may have strong influence on the
citing paper. Thus the influential strength (IS) of each citation context p based on the KL-
divergence measure is defined as:

IS(p) = DKL(θp(s)‖θp(t)) =
T∑

z=1

θp(s)z log
θp(s)z

θp(t)z

. (18)

The other way to measure the influential strength is based on the learned models. Basi-
cally, we use the mixture of the topic distribution and the category distribution in the citation
context to calculate the influential strength. This measure is derived from the observation:
different categories of citation relationships have different influential strengths. We there-
fore define the influential strength (IS) based on the sampling results of the citation context
as:

IS(p) = 1

Np

Np∑
j=1

P (cpj |zs
pj , z

t
pj )P (zs

pj |p(s))P (zt
pj |p(t)) (19)

where zs
pj , zt

pj , cpj is the sampled topic pair and the sampled category for the word wpj in
the citation context p.

Generating citation tracing graph Figure 3 shows a snippet of the constructed citation
tracing graph. In Fig. 3, the model identifies the topic distribution of each paper, e.g. the
paper “Self-Indexing Inverted Files for Fast Text Retrieval” (Moffat and Zobel 1996) has
a high topical distribution on “Ranking and Inverted Index” (Topic 31). The model further
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identifies that it has a strong “Comparable work” relationship with the paper “Memory Effi-
cient Ranking” (Moffat et al. 1994), a strong “Basic theory” relationship with the paper “An
Inverted Index Implementation” (McDonell 1977), and a weak “Basic theory” relationship
with the paper “Introduction of Modern Information Retrieval” (Salton and McGill 1986).
We see that with such a graph, an in-depth understanding of a research area can be easily
grasped at the first glance.

Based on the citation tracing graph, one can provide powerful citation tracing analysis.
As for the example in Fig. 3, we can filter the other categories of citation relationships and
focus on the “Comparable work” based citation network. We can also use one paper as the
center and obtain a bird’s-eye graph by filtering the not-so-influential citation relationships.

4.3 Topical graph search

Based on the topic modeling and citation tracing analysis, we investigate a novel problem
of topical graph search. Given a query, different from the conventional search engine that
returns a list of documents, the topical graph search returns a series of topic-based graphs.
These topic-based graphs can help users to quickly identify whether the returned information
by a search engine is what they need and what kind of information (topics) contained in the
returned documents, before taking a close look at the documents.

Processing flow With the learned models by CTT, we design and implement the topical
graph search. Figure 4 shows the processing flow of the topical graph search.

To retrieve citation tracing graphs, we employ a three-step method. In the first step, we
retrieve relevant papers to a given query. This can be done using any retrieval method. In this
paper, we use (16). Specifically, we calculate the relevance of each query word to a paper
using the hidden topics. Then we multiply the relevance of all query words and obtain the
relevance of the query to each paper. Papers with a higher relevance score (larger than a
threshold) are chosen as candidates. In the second step, we identify major topics from these
candidate papers. The topic distribution {P (z|d)}z is employed to calculate the probability
of a topic given all candidates, by accumulating the distributions for different topics. Topics
with the highest probability are selected as major topics. Finally, we generate a citation trac-
ing graph for each topic, which consists of related papers and citation relationships between
these papers. Each citation relationship is associated with an influence score and a category.

We generate a semi-structured summary for each citation tracing graph. The summary
mainly includes the most impact papers, highly used keywords/keyphrases, active authors,
and hot conferences.

Fig. 4 Processing flow in the
topical graph search
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Fig. 5 Demonstration of topical graph search

Demo Figure 5 shows a screenshot of the topical graph search. The query is “data mining”.
Five relevant topics (e.g., “data mining”, “database”, and “data management”) are identified,
and for each topic, a citation tracing graph is constructed (as shown in Fig. 5). For each
graph, a semi-structured summary is generated and displayed on the right of the graph. The
demo is publicly available at http://arnetminer.org/.

5 Parallelization

We employ parallelization techniques to improve the runtime performance of the system.
Generally speaking, parallelization can be utilized in every module in our system. We em-
ployed a paralleled program to crawl and extract the academic data from the Web. We can
also use parallelization techniques for storage and access of the academic networking data.
But so far, we have found that the bottleneck of the system performance is the topical analy-
sis. For example, it needs more than one week to train the ACT model. In this section, we
use training of the ACT model as an example to introduce how we employ parallelization
techniques to improve the efficiency of topical analysis.

Inspired by the distributed inference for LDA (Newman et al. 2007), we implement a dis-
tributed inference algorithm over multiple processors for the ACT model. The basic idea is to
conduct the inference in a “distribute-and-merge” way. In distribution, given P processors,
we partition the author-specific (author by topic) A × T count matrix to the P processors,
with Ap = A/P rows on each processor and duplicate the other (topic by word, topic by
conference) matrices to each processor. We conduct Gibbs sampling on each processor for a
number of internal iterations independently. The duplicated matrices will be updated inde-
pendently. In merge, we combine the count matrices to guarantee the consistence between

http://arnetminer.org/
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them. More accurately, we respectively update each element of two duplicated (topic by
word, topic by conference) matrices by:

n(new)
zv = n(old)

zv +
P∑

p=1

(n(p)
zv − n(old)

zv ), (20)

n(new)
zc = n(old)

zc +
P∑

p=1

(n(p)
zc − n(old)

zc ) (21)

where the number n(old) with the superscript (old) denotes the count before distribution and
the number n(new) with the superscript (new) denotes the count after merging. The number
n(p) denotes the count obtained after the independent sampling on each processor.

6 Experimental results

We evaluate the proposed methods in the context of Arnetminer system (http://arnetminer.
org). We perform three types of experiments for topical analysis, academic search, and cita-
tion relationship categorization.

6.1 Topical analysis

We perform topic model estimation on the entire Arnetminer data (1,048,365 researcher and
3,225,343 papers). We preprocessed each paper by (a) removing stopwords and numbers;
(b) removing words that appear less than three times in the corpus; and (c) downcasing the
obtained words. Finally, we obtained V = 870,729 unique words and a total of 107,532,489
words in the paper data set and a total of 50,584,237 words in the citation contexts.

In our experiments of topic model, the number of topics was fixed at T = 200 and the
hyperparameters α, β , γ , and μ were set with α = 0.01, β = 0.01, γ = 0.01, and μ = 0.1
respectively. Each parameter was tuned by minimizing the perplexity (Blei et al. 2003), a
standard measure for estimating the performance of a probabilistic model (the lower the bet-
ter), with the other parameters fixed. We ran 5 independent Gibbs sampling chains for 2,000
iterations each after a burn-in process of 200 iterations. Each chain is randomly initialized.
When training the topic model on a Server with one Intel Xeon processor (3.0 GHz) and
4 GB memory, the run time per chain was about one week. When distributed training on 8
processors, the run time per chain was about 54 hours. A complete topic modeling result
can be found at http://arnetminer.org/topicBrowser.do. In Table 2, we illustrate five topics
discovered by the ACT model on the Arnetminer data set.

6.2 Academic search

We conduct experiments to evaluate whether the topic level analysis can help academic
search.

Data sets As there is no a standard data set with ground truth and also it is difficult to create
such a data set of ground truth, for the evaluation purpose, we first select 60 most frequent
queries from the query log of the Arnetminer system; then we remove the overly specific or
lengthy queries (e.g., ‘A Convergent Solution to Subspace Learning’) and normalize similar

http://arnetminer.org
http://arnetminer.org
http://arnetminer.org/topicBrowser.do


228 Mach Learn (2011) 82: 211–237

Ta
bl

e
2

Fi
ve

to
pi

cs
di

sc
ov

er
ed

by
th

e
A

C
T

m
od

e
on

th
e

A
rn

et
m

in
er

pu
bl

ic
at

io
n

da
ta

se
t.

E
ac

h
to

pi
c

is
sh

ow
n

w
ith

th
e

to
p

10
w

or
ds

an
d

th
ei

r
co

rr
es

po
nd

in
g

co
nd

iti
on

al
pr

ob
ab

ili
tie

s.
B

el
ow

ar
e

to
p

7
au

th
or

s
an

d
to

p
7

co
nf

er
en

ce
s

as
so

ci
at

ed
w

ith
ea

ch
to

pi
c.

T
he

tit
le

s
ar

e
ou

r
in

te
rp

re
ta

tio
n

of
th

e
to

pi
cs

.(
C

L
—

C
om

pu
ta

tio
na

lL
in

gu
is

tic
s,

JM
L

R
—

Jo
ur

na
lo

f
M

ac
hi

ne
L

ea
rn

in
g

R
es

ea
rc

h,
M

L
SS

—
M

ac
hi

ne
L

ea
rn

in
g

Su
m

m
er

Sc
ho

ol
,J

A
IR

—
J.

A
rt

if
.I

nt
el

l.
R

es
.,

an
d

L
N

L
P—

L
ea

rn
in

g
fo

r
N

at
ur

al
L

an
gu

ag
e

Pr
oc

es
si

ng
.)

T
he

ta
bl

e
is

de
ri

ve
d

fr
om

(T
an

g
et

al
.2

00
8a

)

To
pi

c
#5

To
pi

c
#1

0
To

pi
c

#1
6

To
pi

c
#1

9
To

pi
c

#2
4

“N
at

ur
al

la
ng

ua
ge

pr
oc

es
si

ng
”

“S
em

an
tic

w
eb

”
“M

ac
hi

ne
le

ar
ni

ng
”

“S
up

po
rt

ve
ct

or
m

ac
hi

ne
s”

“I
nf

or
m

at
io

n
ex

tr
ac

tio
n”

la
ng

ua
ge

0.
03

48
20

se
m

an
tic

0.
06

82
26

le
ar

ni
ng

0.
05

80
56

su
pp

or
t

0.
08

26
69

le
ar

ni
ng

0.
06

52
59

pa
rs

in
g

0.
02

37
66

w
eb

0.
04

88
47

cl
as

si
fic

at
io

n
0.

01
85

17
ve

ct
or

0.
07

13
73

in
fo

rm
at

io
n

0.
04

35
27

na
tu

ra
l

0.
01

90
29

on
to

lo
gy

0.
04

31
60

bo
os

tin
g

0.
01

58
81

m
ac

hi
ne

0.
06

40
76

ex
tr

ac
tio

n
0.

03
35

92

le
ar

ni
ng

0.
01

58
71

kn
ow

le
dg

e
0.

04
14

97
m

ac
hi

ne
0.

01
77

97
ke

rn
el

0.
02

68
97

w
eb

0.
01

93
11

ap
pr

oa
ch

0.
01

27
12

le
ar

ni
ng

0.
01

34
31

fe
at

ur
e

0.
01

39
04

re
gr

es
si

on
0.

02
05

44
se

m
an

tic
0.

01
18

60

gr
am

m
ar

s
0.

01
27

12
fr

am
ew

or
k

0.
01

20
95

cl
as

si
fie

rs
0.

01
39

04
ne

ur
al

0.
01

63
08

te
xt

0.
01

06
18

pr
oc

es
si

ng
0.

01
19

23
ap

pr
oa

ch
0.

01
14

27
m

ar
gi

n
0.

01
32

45
cl

as
si

fic
at

io
n

0.
01

20
72

ru
le

s
0.

01
06

18

te
xt

0.
01

19
23

ba
se

d
0.

01
07

58
se

le
ct

io
n

0.
01

25
86

ne
tw

or
ks

0.
01

13
66

re
la

tio
na

l
0.

00
93

76

m
ac

hi
ne

0.
01

11
33

m
an

ag
em

en
t

0.
01

00
90

al
go

ri
th

m
0.

02
50

86
m

od
el

0.
01

06
60

lo
gi

c
0.

00
93

76

pr
ob

ab
ili

st
ic

0.
01

03
43

re
as

on
in

g
0.

00
95

02
ke

rn
el

s
0.

01
12

69
al

go
ri

th
m

0.
00

92
69

pr
og

ra
m

m
in

g
0.

00
87

55

Y
uj

iM
at

su
m

ot
o

0.
00

13
89

St
ef

fe
n

St
aa

b
0.

00
58

63
R

ob
er

tE
.

Sc
ha

pi
re

0.
00

40
33

B
er

nh
ar

d
Sc

ho
lk

op
f

0.
00

39
29

R
ay

m
on

d
J.

M
oo

ne
y

0.
01

03
46

E
ug

en
e

C
ha

rn
ia

k
0.

00
13

23
E

nr
ic

o
M

ot
ta

0.
00

43
65

Y
or

am
Si

ng
er

0.
00

33
18

Jo
ha

n
A

.K
.

Su
yk

en
s

0.
00

35
36

A
nd

re
w

M
cC

al
lu

m
0.

00
40

74

R
en

s
B

od
0.

00
13

23
Y

or
k

Su
re

0.
00

37
13

T
ho

m
as

G
.

D
ie

tte
ri

ch
0.

00
24

72
V

la
di

m
ir

V
ap

ni
k

0.
00

29
47

C
ra

ig
A

.
K

no
bl

oc
k

0.
00

34
92

B
ri

an
R

oa
rk

0.
00

11
90

N
en

ad
St

oj
an

ov
ic

0.
00

18
24

B
er

nh
ar

d
Sc

ho
lk

op
f

0.
00

14
96

O
lv

iL
.

M
an

ga
sa

ri
an

0.
00

29
47

N
ic

ho
la

s
K

us
hm

er
ic

k
0.

00
24

57

Su
za

nn
e

St
ev

en
so

n
0.

00
11

24
A

le
xa

nd
er

M
ae

dc
he

0.
00

18
24

A
le

xa
nd

er
J.

Sm
ol

a
0.

00
13

01
Jo

os
V

an
de

w
al

le
0.

00
20

30
E

lle
n

R
ilo

ff
0.

00
21

99

A
no

op
Sa

rk
ar

0.
00

10
58

A
su

nc
io

n
G

om
ez

-P
er

ez
0.

00
16

94
R

al
f

Sc
ho

kn
ec

ht
0.

00
12

36
N

ic
ol

a
L

.C
.

Ta
lb

ot
0.

00
17

68
W

ill
ia

m
W

.
C

oh
en

0.
00

21
34

C
la

ir
e

C
ar

di
e

0.
00

09
92

Fr
an

k
va

n
H

ar
m

el
en

0.
00

15
63

M
ic

ha
el

I.
Jo

rd
an

0.
00

11
06

B
ar

tD
e

M
oo

r
0.

00
17

03
D

an
R

ot
h

0.
00

14
87



Mach Learn (2011) 82: 211–237 229

Ta
bl

e
2

(C
on

ti
nu

ed
)

To
pi

c
#5

To
pi

c
#1

0
To

pi
c

#1
6

To
pi

c
#1

9
To

pi
c

#2
4

“N
at

ur
al

la
ng

ua
ge

pr
oc

es
si

ng
”

“S
em

an
tic

w
eb

”
“M

ac
hi

ne
le

ar
ni

ng
”

“S
up

po
rt

ve
ct

or
m

ac
hi

ne
s”

“I
nf

or
m

at
io

n
ex

tr
ac

tio
n”

A
C

L
0.

25
34

87
IS

W
C

0.
12

52
91

N
IP

S
0.

28
97

61
N

eu
ra

l
C

om
pu

ta
tio

n
0.

09
67

07
A

A
A

I
0.

29
58

46

C
O

L
IN

G
0.

23
44

35
E

K
A

W
0.

12
23

79
JM

L
R

0.
20

65
83

N
IP

S
0.

09
43

88
IJ

C
A

I
0.

19
29

95

C
L

0.
11

81
36

IE
E

E
In

te
lli

ge
nt

Sy
st

em
s

0.
07

14
18

IC
M

L
0.

15
63

89
IC

A
N

N
0.

08
43

38
IC

M
L

0.
06

05
67

A
N

L
P

0.
06

04
23

C
oo

pI
S/

D
O

A
/

O
D

B
A

SE
0.

06
55

94
C

O
LT

0.
09

61
57

JM
L

R
0.

08
35

65
K

D
D

0.
05

85
51

C
oR

R
0.

05
86

74
K

-C
A

P
0.

05
46

74
N

eu
ra

l
C

om
pu

ta
tio

n
0.

02
30

17
N

eu
ro

co
m

pu
tin

g
0.

07
11

97
JA

IR
0.

04
64

51

C
O

L
IN

G
-A

C
L

0.
03

68
14

E
SW

S
0.

02
33

69
M

L
SS

0.
01

15
45

M
ac

hi
ne

L
ea

rn
in

g
0.

06
73

31
E

C
M

L
0.

03
30

06

N
A

A
C

L
0.

03
50

65
W

W
W

0.
01

68
17

M
ac

hi
ne

L
ea

rn
in

g
0.

01
08

27
E

SA
N

N
0.

04
56

86
II

W
eb

0.
02

69
56



230 Mach Learn (2011) 82: 211–237

queries (e.g., ‘Web Service’ and ‘Web Services’ to ‘Web Service’); finally we obtain 43
queries. We use 7 queries and conduct evaluation on a subset of the data (including 14,134
authors, 10,716 papers, and 1,434 conference) from the Arnetminer system. For evaluation,
we use the method of pooled relevance judgments (Buckley and Voorhees 2004) together
with human judgments. Specifically, for each query, we first pool the top 30 results from
three similar (academic search) systems (Libra, Rexa, and Arnetminer) into a single list.
Then, two faculties and five graduate students from CS provided human judgments. Four
grade scores (3, 2, 1, and 0) are assigned respectively representing best relevance, relevance,
marginal relevance, and not relevance. For example, for annotating persons, assessments
were carried out mainly in terms of how many top conference/journal papers he or she has
published, how many times his/her papers have been cited, and what distinguished awards
he or she has been awarded. Finally, the judgment scores were averaged to construct the
ground truth.

Experimental setting We conduct evaluation in terms of P@5 (Precision for the top five
returned results), P@10, P@20, R-pre, and mean average precision (MAP) (Buckley and
Voorhees 2004; Craswell et al. 2005).

We use BM25 (Robertson et al. 1996), language model (LM) (Baeza-Yates and Ribeiro-
Neto 1999), pLSI (Hofmann 1999), LDA (Blei et al. 2003), and the Author-Topic (AT)
model (Rosen-Zvi et al. 2004; Steyvers et al. 2004) as baseline methods. BM25 is a state-
of-the-art method for information retrieval. In BM25, we use the method in (Robertson et
al. 1996) to calculate the relevance of a query and a paper. For language model, we use
(14) to calculate the relevance between a query term and a paper and for pLSI, LDA, AT,
we use a similar equation to (15) to calculate the relevance of a term and a paper. We also
compare with the results obtained by combining BM25 or LM with random walk using the
multiplication combination.

To learn the topic model, for pLSI we estimated the topic distribution using the EM
algorithm (Hofmann 1999). For LDA and AT, we performed model estimation with the
same setting as that for the ACT models. We empirically set the number of topics as T = 80
for all topic models.

Results Table 3 shows the experimental results of retrieving papers, conferences, and au-
thors using our proposed methods and the baseline methods on the collected evaluation
queries. +RW denotes integration of a method into the random walk. +RWTN denotes to
combine the proposed random walk with topic nodes method, and +RWTL denotes to com-
bine the proposed random walk at topic level. We see that our proposed topic models out-
perform the baseline methods (BM25, LM, pLSI, LDA, and AT). Without random walk, the
improvements of our proposed topic models over the baseline methods range from 7.4%
to 14.3% in terms of MAP. Based on all other evaluation measures, our methods consis-
tently perform better than the baseline methods. We can also see that ACT+RWTL (random
walk at topic level) achieves the best performance in terms of most evaluation measures.
ACT+RW is better than ACT+RWLT in terms of P@10 and P@20. It is difficult to tell
which method (ACT+RWLT and ACT+RW) is better. As both perform the ranking at the
topic level, we can conclude that topic level search can achieve a better performance. We
conducted sign tests on the results, which indicates that improvements are statistically sig-
nificant (p 	 0.01). We also tried different topic numbers (80, 120, 140) and found that the
topic level expertise search methods are consistently superior to the baseline methods.

For comparison purpose, we evaluated the results returned by Libra (libra.msra.cn) and
Rexa (rexa.info), two academic search engines. The average MAP obtained by Libra and
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Table 3 Performance of academic ranking approaches (%). LM—language model; pLSI—probabilistic
Latent Semantic Indexing; LDA—Latent Dirichlet Allocation; AT—Author Topic Model; ACT—Author-
Conference-Topic model; +RW—combining random walk

Method Object P@5 P@10 P@20 R-pre MAP

BM25 Paper 42.9 45.7 41.4 12.0 47.2

Author 77.1 47.1 26.4 67.5 85.5

Conference 51.4 38.6 22.9 48.8 66.0

Average 57.1 43.8 30.2 42.8 66.2

BM25+RW Paper 71.4 55.7 46.4 15.7 67.2

Author 62.9 47.1 26.4 64.6 71.9

Conference 51.4 34.3 22.1 48.8 58.1

Average 61.9 45.7 31.7 43.1 65.7

LM Paper 40.0 38.6 37.1 10.0 46.4

Author 65.7 44.3 25.0 58.8 73.4

Conference 51.4 32.9 21.4 47.6 63.1

Average 52.4 38.6 27.9 38.8 61.0

LM+RW Paper 62.9 55.7 44.3 12.9 65.3

Author 71.4 48.6 25.7 64.6 83.8

Conference 60.0 35.7 22.1 53.6 64.6

Average 64.8 46.7 30.7 43.7 71.2

pLSI Paper 32.5 33.8 30 9.7 40.4

Author 65.0 40.0 22.5 60.4 75.5

Conference 47.5 36.3 21.3 45.1 54.1

Average 48.3 36.7 24.6 38.4 56.7

LDA Paper 31.4 48.6 42.9 13.5 45.8

AT Paper 42.9 48.6 42.9 13.1 49.3

Author 82.9 45.7 25.7 73.5 78.1

Average 62.9 47.1 34.3 43.3 63.7

ACT Paper 42.9 45.7 43.6 16.6 51.0

Author 91.4 50.0 26.4 80.0 89.6

Conference 62.9 41.4 23.6 60.7 72.3

Average 65.7 45.7 31.2 52.4 71.0

ACT+RW Paper 68.6 61.4 50.7 17.1 66.6

Author 80.0 51.4 27.1 77.6 87.4

Conference 62.9 42.9 23.6 59.5 72.0

Average 70.5 51.9 33.8 51.4 75.4

ACT+RWTN Paper 45.7 40.0 38.6 13.4 52.2

Author 71.4 44.3 24.3 65.4 71.5

Conference 51.4 32.9 20.0 53.6 60.7

Average 56.2 39.1 27.6 44.1 61.4

ACT+RWTL Paper 71.4 48.6 37.1 16.0 70.3

Author 82.3 50.0 25.7 79.4 89.1

Conference 64.3 45.4 24.1 64.2 73.9

Average 72.7 48.0 29.0 53.2 77.8



232 Mach Learn (2011) 82: 211–237

Rexa on our collected queries are respectively 48.3% and 44.9%. We see that our methods
clearly outperform the two systems.

6.3 Citation relationship category

We evaluate the performance of citation relationship categorization. This provides us with
another opportunity to quantitatively compare the proposed topical analysis approach with
the existing work. Specifically, we apply the proposed approach and the multi-class SVM
based baseline method to predict the category of each citation relationship.

Evaluation measures and baseline methods We conduct two experiments. The first exper-
iment was to train the topic model and to categorize the citation relationship without using
the prior information and the second experiment was with the prior information. In both
experiments, we evaluate the performance of relationship categorization by Precision, Re-
call, and F1-measure, Accuracy, and Area Under the ROC Curve (AUC). The AUC score
represents the area under ROC curve, which details the rate of true positives against false
positives over the range of possible thresholds (Brefeld and Scheffer 2005). The area of
that curve is the probability that a randomly drawn positive example has a higher decision
function value than a random negative example.

We define a baseline method based on the method proposed by Nanba and Okumura
(Nanba and Okumura 1999). Specifically, we used the words appearing in the citation con-
text as the features and defined the feature values by the number of occurrences. Then a
classification model was learned for the three categories of citation relationship using the
multi-class SVM (Tsochantaridis et al. 2004). We use SVM-light, which is available at
http://svmlight.joachims.org/. We choose polynomial kernel, because our preliminary ex-
perimental results show that it works best for our current task. We use the default values for
the parameters in SVM-light. For categorizing the citation relationship, we apply the learned
classification model to each citation relationship. We also compare with another method by
combining the multi-class SVM with extracted latent topics of each paper. Specifically, we
use LDA, a state-of-the-art topic model (Blei et al. 2003), to extract topics from papers.
We then use topics extracted from the citing paper and cited paper as features of a citation
context to learn the classification model. We call this method multi-class SVM+LDA.

Results Table 4 shows the result of the relationship categorization. For multi-class SVM,
multi-class SVM+LDA, and Supervised CTT, we conduct five-fold cross-validation exper-
iments as follows. We split the human labeled data into five average sets and used four
of them for training and the remaining one for test. We evaluate the average performance
of these methods on the data set. For unsupervised CTT, we remove the human annotated
labels, and applied (17) to derive the relationship category.

We see from Table 4 that the extracted latent topics can be useful for identifying the
relationship category. For example, by combining topics extracted by LDA into multi-class
SVM, we obtain an improvement of +3.68% in terms of F1-score. By further integrating
the mixture of category-topic distribution discovered by our proposed model, we can obtain
significant improvements (+16.33% than multi-class SVM and +12.65% than multi-class
SVM+LDA in terms of F1-measure, respectively). This indicates that the proposed approach
is effective for identifying the category of the citation relationship. We have also found that
the performance is not satisfactory without using any prior information: the performance
of Unsupervised CTT is less than half of Supervised CTT by F1-measure). This result is
consistent with that of (Mei et al. 2007). It means that incorporation of the prior information
into our approach is necessary.

http://svmlight.joachims.org/
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Table 4 The performance of categorizing citation relationship by Multi-class SVM and our approach (%)

Approach Category Precision Recall F1-measure Accuracy AUC

Multi-class SVM Basic theory 64.09 53.60 58.24 88.50 84.33

Comparable work 77.66 83.34 80.33 76.59 83.39

Other 64.63 59.58 61.77 79.71 80.50

Avg. 68.79 65.51 66.78 81.60 82.74

Multi-class SVM+LDA Basic theory 66.31 58.56 61.71 89.24 86.52

Comparable work 80.69 85.47 82.93 79.71 85.94

Other 69.58 64.36 66.75 82.42 84.76

Avg. 72.19 69.46 70.46 83.79 85.74

Unsupervised CTT Basic theory 16.81 43.09 24.19 59.82 52.72

Comparable work 60.88 31.48 41.50 48.81 54.01

Other 29.74 34.73 32.04 59.57 54.95

Avg. 35.81 36.44 32.58 56.07 53.89

Supervised CTT Basic theory 57.82 93.92 71.58 88.91 90.11

Comparable work 96.23 80.06 87.40 86.69 86.56

Other 89.68 91.02 90.34 94.66 74.74

Avg. 81.24 88.33 83.11 90.08 83.81

We conduct sign tests for each subtask on the results, which indicates that all the im-
provements of Supervised CTT over Multi-class SVM and Multi-class SVM+LDA are sta-
tistically significant (p 	 0.01).

7 Related work

7.1 Random walk

Random walk theory gained popularity in 1973, originally used for examining stock prices
and gained popularity in computer science due to the large number of Web-based networks
becoming available. Considerable researches have been conducted on analyzing link struc-
tures to better understand the Web-based networks. For example, the page rank algorithm
is a state-of-the-art algorithm proposed by Brin and Page to estimate the importance of a
Web page (Page et al. 1999). The basic idea in PageRank is to calculate the importance of
each Web page based on the scores of the pages pointing to the page and thus Web pages
pointed by many high quality pages become more important. HITS is another classic al-
gorithm for ranking Web pages based on link analysis (Kleinberg 1999). HITS divides the
notion of importance of Web pages into two related attributes: hub and authority. HITS cal-
culates two scores respectively for hub and authority by reinforcing them via the linkage
between pages. The basic idea is that a good authority page would be pointed by many high
hub-scored pages and a good hub page should also point to high authority-scored pages.

Many research efforts have been made to extend the algorithms. For instance, Xi
et al. (2004) proposed a unified link analysis framework called link fusion to consider
both the inter- and intra-type link structure among multi-type inter-related data objects.
Nie et al. (2005) propose an object-level link analysis model, called PopRank, to rank
the objects within a specific domain. Liu et al. (2005) build a weighted, directed co-
authorship network using the co-authorship relationships in digital libraries, and propose
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an AuthorRank algorithm to rank authors. See also (Zhang et al. 2007b; Garfield 1972;
Dom et al. 2003). However, most existing methods only perform ranking by using the link
information between web pages, but do not consider the topic information.

Our work is very different from the existing research since we address heterogeneous
networks whereas most of the previous work focuses on homogeneous networks (that is,
the type of objects in the network is unique, e.g., only web pages). Moreover, we develop
different methods to conduct random walk at the topic level. We note that some efforts (Xi
et al. 2004, 2005; Nie et al. 2005) have also been placed for addressing the heterogeneous
networks. However, none of them consider the topic information in the random walk.

7.2 Topic model

Considerable work has been conducted for learning topics from text. For example, Hofmann
(1999) proposes the probabilistic latent semantic indexing (pLSI) and applies it to informa-
tion retrieval (IR).

Blei et al. (2003) introduce a three-level model, called Latent Dirichlet Allocation (LDA).
The generative process of LDA closely resembles pLSI except that in pLSI, the topic mixture
is conditioned on each document while in LDA, the topic mixture is drawn from a conjugate
Dirichlet prior that remains the same for all documents. However, the two models does
not consider the link information, thus they cannot model the citation relationships in our
problem.s

Several extensions of the topic model have been proposed, for example, the Author model
(McCallum 1999), and the Author-Topic model (Rosen-Zvi et al. 2004; Steyvers et al. 2004).
The major difference of the proposed CTT model from the existing model is that we incor-
porate the citation relationship and the citation category information into the topic modeling
process.

McCallum et al. have also studied several topic models in social network analysis
(McCallum et al. 2007). They propose the Author-Recipient-Topic (ART) model, which
learns topic distributions based on emails sent between people.

Compared with these prior work, in this paper, we present two topic models: ACT and
CTT models. The former is to simultaneously model topics of different objects in the acad-
emic network and the latter is to model topic distribution of links.

7.3 Academic search

For academic search, several research issues have been intensively investigated, e.g. expert
finding and paper suggestion.

Expert finding is one of the most important issues for mining social networks. For ex-
ample, both Nie et al. (2007) and Balog et al. (2006) propose extended language models to
address the expert finding problem. TREC also provides a platform for researchers to empir-
ically evaluate their methods for expert finding (Craswell et al. 2005). McNee et al. (2002)
employ collaborative filtering in citation network to recommend citations.

In addition, a few systems have been developed for academic search such as, scholar.
google.com, libra.msra.cn, citeseer.ist.psu, and Rexa.info. Though much work has been per-
formed, to the best of our knowledge, the problem of topic level expertise search over het-
erogeneous networks has not been sufficiently investigated. Our system addresses all these
problems holistically. The proposed approach can achieve a better performance on expertise
search than existing system by taking advantage of the topic information.

http://scholar.google.com
http://scholar.google.com
http://libra.msra.cn
http://citeseer.ist.psu
http://Rexa.info
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8 Conclusion

In this paper, we introduce the notion of topic level expertise search and propose methods to
address this problem. Specifically, we present two topic models to model the heterogeneous
academic network. The first ACT model can model the different objects simultaneously;
while the second CTT model can model the link (citation relationship) into the topic model.
Based on the topic modeling results, we study three important search/mining issues: ex-
pertise search, citation tracing analysis, and topical graph search. Experimental results on
expertise search and citation relationship categorization show that the topic level analysis
can effectively improve the performance of academic search (+15.4% in terms of MAP)
and citation relationship categorization (+16.3%).

The general problem of topic level expertise search represents an new and interesting
research direction in heterogeneous social networks. There are many potential future di-
rections of this work. It would be interesting to further investigate novel topic models for
in-depth analysis of the academic network. It would be also interesting to study the influence
between different types of objects in the heterogeneous network. Another potential issue is
to apply the proposed approaches to other domain such as company search, local search, and
blog search.
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