ACTIVELY DISAMBIGUATING
PERSON NAMES
® witH USER INTERACTION

Xuezhi Wang*, Jie Tang*, Hong Cheng®, Philip S. Yu'

o *Tsinghua University, £The Chinese University of Hong Kong,
‘ tUniversity of Illinois at Chicago




Cheng Chang )

List of publications from the DBLP Bibliography Server — FAQ

Ask others: ACH DL/Guide - & - CEB - MetaPress - Google - Bing - Yahoo

2003

Tao Tu, Baovao Zhou, Qinghu Li-fel™l1u, Weihonsg Wang, Cheng Chang: The Wewdgn of distributed real-time video
analytic system CloudDksZU09: 49-52

MOTIVATION

Search an author in DBLP

Do these papers really belong to
Cheng Chang, student from Tsinghuas_
and later went to Berkeley?

Taijun Li, Tiebisf [ang, Cheng Chang: A New Backoff Algorithm for IEEE B0Z. 11 Distributed Cdesdination Function.

[FSED (3) 209%: 455-459

Cheng /nang, Baoyao Zhou: Multi-gramilarity Visualization of Trajectory Clusters Using Sub-trajectoriwClustering.
LCDA Workshops 2009: B77-5E2

1ao Tu, Baovao Zhou, @inghu Li, Bui Liu, Weihong Wang, Cheng Chang: The service architecture of real-time video
analytic system. SOCA 2009: 1-8

Cheng Chang: Joint source—chamnel with side information coding error exponents CoRR abs/0901. 3596: (2009)

Cheng Chang: Interference charnel capacity region for randomized fixed-composition codes CoRR abs/0901. 3809: (2009)

Cheng Chang: On the rate distortion function of Bernoulli Gaussian sequences CoRR abs/0901. 3320: (2009)

ICheng Chang, Chih-Han Liu, Chao—An Lin: Boundary conditions for lattice Boltzmann simuilations with complex geometry
flows. Computers & Nathematics with Applications 58(5): 940-949 (2009)

2008
Rashid Ansari, Cheng Chang, William D. Reynolds Jr.: Data Compression. Wilev Encvelopedia of Computer Science and
Ensineering 2008

This paper actually
belongs to Cheng Chang,

from Hainan University. \

2007

Hcheng Chang, Anant Sshal: Universal Quadratic Lower Bounds on Source Coding Error Exponents. CISS 2007: 71457149
A

- ~ wn Li, Qiuli Wu, Jiafu ¥i, Cheng Chang: Color Sectors and Edge Features for Content-Based Image Ret#fleval.
- N =
i vu W < | e ———
: ng Chang,“&nant Sahai: The price of ignorance: The impact of side-information on delay for Mssless source—

ing CoRR abs/013, 0873: [2007)
i Palaivanur, Cheng Uifamg, Anant Sahai: The source coding game with a cheating=gWitcher CoBR abs/0712. 2870:
07)

Bin Yu - Statistics - University of California, Berkeley
www.stat.berkeley_edu/~binyu/

Bin Yu. Welcome. | am currently working on statistical machine leaming theory,
methodologies, and algorithims for solving high-dimensional data problems. ...

rof@Berkeley ~ Search a name in a search engine

Bin Yu Publications Codes and Models Bin Yu

K. Rohe, S. Chatterjee, and Bin Yu Codes and Models. Bin Yu. Bell ‘ N ]h : h B ° 37 d
(2010) Spectral clustering and ... Labs, Lucent and UC Berkelay ... 1C 1n u O
Peng Zhao Binning in Gaussian Kernel ... f' d
Bin Yu Professor. University of Tao Shi and Bin Yu. The Ohio State you W ant tO ].n ?
California Department of ... University and University ...

Mare results from berkeley.edu »

Bin Yu | EECS at UC Berkeley
www.eecs. berkeley_edu/Faculty/Homepages/binyu.html OStD OC@CMU
Oct 4, 2011 — Contact Information. 367 Evans Hall tel: 510-642-2021 fax, -b42-

binyu@stat. Add _berkeley.edu to any incomplete email addre

The Homepage of Bin Yu
www_cs.cmu.edu/~byu/

Bin Yu is a Postdoctoral Fellow in the School of Computer Science at Carnegie Mellon
University and he is working with Dr. Katia Sycara. Prior to that, he was a ...



EXISTING METHODS FOR NAME
DISAMBIGUATION

Supervised-based approach:
Learn a specific classification model from training data
Use model to predict the assignment of each paper

Unsupervised-based approach:
Clustering algorithms to find paper partitions.
Papers in different partitions are assigned to different persons.

Constraint-based approach:
Utilizes the clustering algorithms.

User-provided constraints are used to guide the clustering towards better
data partitioning.



EXISTING METHODS WITH INTERACTION
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ORLANDO, Fla. -- Texas quarterback Vince Young and Southern Califprnia tailback Reggie Bush each took home two awards Thursday night, one as &
best pla )in the naﬁo::ﬁ_')onc for being the best at his position. as col football honored its stars. ‘
University of Southern California

Orlando, Florida|  (University of Texas at Austin|
Young won the Maxwell Award as the nation's top player and the Davey O'Brien Award given to the nation's top quarterback.

given to the nation's best running back.

Doak Walker Award

Walter Camp Award

wrcmoying the momem g oW, T oung said."All of these awards mean a great deal tome; of all of the hard work that me and my
teammates have put in this year. | guess we've ‘u another one to go (the Heisman) on Saturday."
L i
-“9_; and Bush will be in New York on Saturday night as finalists for the Heidl =2 USC quarterback Matt [ einart is the other Heisman finalist.

-oearout Bush and Leingrt for the Maxwell. and Leinart and No_t{ﬁ Dame's Brady Quinn fduniversity of Southern Caiforniake first Texas quarterback
to win the award. ‘b
|University of Notre Dame |
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o Several problems:
» User has to check every result to see if it 1s correct
» No propagation, correction only based on user input




ALGORITHM DESIGN

How to combine features, relations and user feedback?

Feature, between document pair and label
Relation, between label and label
User Feedback, constraint on partial labels

We need a model to elegantly combine these altogether

Inference on the model can give us the answer to paper
assignment



ALGORITHM DESIGN

FEATURE DESCRIPTION

Name

Description

Citation

document d; cites d; in the reference, or vice versa.

—PAIRWISE FACTOR GRAPH MODE], _CoAuthor

Constraint feature
function h(a, y;;)

Correlation feature

function g(y;;, yjk )\

2 (13%)_

d; and d; share at least one coauthor (except author a)

CoVenue | d; and d; are published at the same venue (journal or con-
ference)
CoAffiliation| the affiliations of author a in d; and d; are the same
CoContent | the affiliation of author a in d; appears in the content of
document d;, or vice versa
TitleSim | similarity between titles of d; and d
Homepage | documents d; and d; appear on a same homepage

PFG model
Input: papers authored by a I
/ Coduthor \ 15 £ (210 il
ds S s m Sxa.Xevas Document-pair feature
dy SoxX2,12) s function: fi (x;, x;, yi;)
d3 CoHomepage X1,¥4.V14
CoAuthor /:@ ﬂxl . 6)
Cite \A d
x 5
e —— — L fGaw)
CoVenue - @
. )

C

1
p(Y[X) =~ expiX,; Xk kak(xi-x'r)’ij)"'Ze(ij,jk)eEﬂg(yijr}’jk) + Xy (a, yi;)}

Model input: document pairs




LEARNING ALGORITHM FOR PFG

Input: number of iterations:
Output: learned configuration for Y:

2.1 Initialize all @ = ({wi}. {u}, {ay)) as 1;
2.2 Initialize all hidden variables ¥ = {y;;} with y;; = 0;

2.3 repeat

24 % sample a new configuration Y* based on g(Y'|Y);
25 Y — q(Y'|Y):

26 | 7~ min(2 1):

27 toss a coin s according to a Bernoulli(t,(1 — 71));
2.8 if (s = 1) then

29 % accept the new configuration Y”’;
2.10 Y <Y,
211 end

2.12 until convergence:
2.13 return Y;

2: The MH-based learning algorithm for PFG.

\MetropoliS-Hasting
Algorithm for

Approximate Inference 0




WHY ACTIVE NAME DISAMBIGUATION?

Are they correct?
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= document
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most likely to
be wrongly
classified?
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UNCERTAINTY-BASED ACTIVE SELECTION

o p(yij = 1%, x5, 60)

Does these papers
belong to the same
person?

Do these papers
belong to the same




MODEL REFINEMENT

Maximizing the conditional probability P(Y | X)

SampleRank algorithm

for 6 € {wy, u, a;}, parameters in our PFG model

y : original configuration; y’: new configuration

9 -8 {—n + ¢y, if yis preferred and M(y',y) > 0
~ T \4+n -y, if y'is preferred and M(y',y) < 0

where 1 1s the learning rate

M(y',y) =6 - ¢, is the unnormalized log probability ratio
according to the Metropolis-Hastings Model



IMPROVING EFFICIENCY BY ATOMIC CLUSTER

o In practice, enumerating all possible document pairs can be really
time-consuming and infeasible for an online system

o Atomic cluster-based method

» Atomic cluster: in this cluster every paper has very high probability that
they belong to the same person
AdaboostM1, aiming to minimize the number of false

» Bias-classifier

positives, thus obtaining very high precision

o ENNT ey,
"" '0 '0.0




DATA SET

Publication Data Set

From ArnetMiner.org, manually labeled 6,730 papers for 100 author names

CALO Set
Email Directory, labeled data set of 1,085 webpages for 12 names

News Stories
755 ambiguous entities appearing in 20 web pages

Dataset #Names | #Persons | #Documents
Publication 100 1,382 6.730
CALO 12 187 1,085
News Stories 380 735 20




EXPERIMENT — — [ .

I Reca
C_1F -
Publication Data Set (Average) |
Precision 95.4% ]
Recall 85.6% ]
F1-score 89.2% |

ADANA DISTINCT SA-Chester COMSTRAINT HALC
Performance(F1-score) of the comparison methods.
Method Recall | Precision | Fl-score

CALO Set LS+A/CDCB! | 0745 | 0.869 0.803
Our Approach | 0.761 0.878 0.815

News Data Set Method | Baseline in [23] | Approach in [23] | Our Approach
Accuracy 0.517 0.914 0.973




Result of active name disambiguation (MR: the model refinement)
UB: Uncertainty-based active selection

IM: Influence Maximization-based active selection

Method Random Selection-MR Random Selection+MR Active Selection (with UB)+MR | Active Selection (with IM)+MR
#Query | Recall | Precision | Fl-score | Recall | Precision | Fl-score | Recall | Precision | Fl-score | Recall | Precision | Fl-score
0 0.856 0.954 0.892 0.856 0.954 0.892 0.856 0.954 0.892 0.856 0.954 0.892
2 0.857 0.954 0.893 0.867 0.953 0.899 0.896 0.953 0.915 0.892 0.955 0.921
5 0.855 0.954 0.891 0.873 0.953 0.904 0.922 0.952 0.930 0.976 0.953 0.959
10 0.863 0.956 0.897 0.885 0.951 0.909 0.937 0.953 0.939 0.994 0.952 0.969
20 0.889 0.963 0.917 0.905 0.959 0.926 0.958 0.953 0.952 0.996 0.951 0.969
30 0.903 0.964 0.927 0.915 0.961 0.933 0.965 0.953 0.955 0.997 0.951 0.969

- & =Random Selection-MR I I
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Thank you!



