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Representative Method: Graph Convolution Network

• Each node is highly dependent with its neighborhoods, making GNNs non-robust to noises.
• Stacking many GNNs layers may cause over-smoothing.
• Under semi-supervised setting, standard training method is easy to over-fit the scarce label
information.
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Semi-Supervised Learning on Graphs

Illustration of GRAND with DropNode as the perturbation method. GRAND designs random propagation (a) to
generate multiple graph data augmentations (b), which are further used as consistency regularization (c) for semi-
supervised learning.
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• We propose Graph Random Neural Network (GRAND), a simple yet effective framework
for semi-supervised learning on graphs.

• GRAND adopts a simple Random Propagation strategy to augment each node stochastically,
wherein each node’s features are randomly dropped either partially or entirely, after which
the perturbed feature matrix is propagated over the graph.

• To improve model’s generalization capacity, GRAND utilizes consistency regularization
strategy to optimize the prediction consistency among multiple augmentations produced by
Random Propagation.

• We theoretically analyze the regularization effects of the proposed random propagation and
consistency regularization strategy.

• We empirically show that GRAND mitigates the issue of over-smoothing and non-robustness,
exhibiting better generalization than existing GNNs.

• GRAND outperforms 14 GNN baselines on three graph benchmark datasets.

• With Consistency Regularization Loss:
– Random propagation can enforce the consistency of the classification confidence between each node 

and its all multi-hop neighborhoods. 
• With Supervised Cross-Entropy Loss:

– Random propagation can enforce the consistency of the classification confidence between each node 
and its labeled multi-hop neighborhoods. 


