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The Era of Digitally Networked World

http://wearesocial.com/uk/blog/2017/01/digital-in-2017-global-overview1



The Era of Digitally Networked World

As of Feb. 01, 2017. http://www.internetlivestats.com/one-second/
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What do we know about networks?
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Network Science
♣ Social Sciences: Two-step Flow [Lazarsfeld, 1944], Homophily [Lazarsfeld & Merton,

1954], Balance Theory [Helder et al. 1958], Small World [Migram, 1960], Weak Tie 
[Granovetter, 1973], Dunbar’s Numbers [Dunbar, 1992], Structural Hole [Burt, 1992], Cultural
Network [Lizardo, 2006], Three Degree of Influence [Christakis & Fowler, 2007]

♣ Physics & Math: Degree Sequence [Tutte, Havel, Hakami, 1950], Random Graph [Erdos, 
Renyi, Gibert, 1959], ERGM [Frank, 1986], Small World [Watts & Strogatz, 1998], Scale-Free 
[Barabasi & Albert, 1999], Epidemics [Pastor-Satorrs & Vespignani, 2001], Community [Givan
& Newman, 2002], Motifs [Milo et al. 2002], Gradient Network [Toroczkai and Bassler, 2004], 
Graphon [Lovasz, 2006]

♣ Computing: HITS [Kleinberg, 1997], PageRank [Page & Brin, 1997], HVV[Li, 1997], WWW 
Community [Gibson, 1998], Power Law [Faloutsos et al. 1999], Influence Maximization 
[Domingos & Richardson 2001 & Kempe, Kleinberg, Tardos, 2003], Link Prediction [Liben-
Nowell & Kleinberg, 2003], Graph Evolution [Leskovec et. al, 2005], Network Heterogeneity 
[Sun et al., 2009], Four Degrees of Separation [Backstrom et al. 2012]

♣ Computational Social Science [Lazer et al. 2009, Watts 2013]

What to study about Networks?
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This Thesis Studies

4



This Thesis Studies

the diverse interacting ways 
that different entities are embedded

in various big networks
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Computational Lens on Networks

Demographics Local:
Social Ties, Triads

Global:
Small Worlds

Graphical Models:
Demographic Prediction

Diversity
Local:

Common Neighborhood
Global:

Network Superfamily

Topic:
Social Impact

Neural Networks:
Heterogeneity Embedding
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Authorities & Hubs
[Kleinberg, 1997]

Small World
[Milgram, 1967]

[Watts, Strogatz, 1998]

Network Heterogeneity
[Sun & Han, 2012]

Weak/Strong Ties
[Granovetter,1973]

Social Balance
[Heider et al., 1958]

Homophily
[Lazarsfeld & Merton, 1954]
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How do people of different gender and age 
connect & interact with each other?

Dong, Yang, Tang, Yang, Chawla, Inferring User Demographics and Social Strategies in Mobile Social Networks. In ACM KDD2014
Featured on United Nations Global Pulse, NDNews, ACM TechNews, etc.
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Big Mobile Network Data

♣ A nation-wide large mobile communication data
• Over 1 billion call & message records between Aug. and Sep. 2008
• Reciprocal, undirected, and weighted networks: CALL & SMS
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How many different triadic social circles do we have?

♣ People expand both same-gender and opposite-gender social groups.

Results in the CALL network,and similar observations are also found from SMS.
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Demographic Triad Distribution

♣ The opposite-gender social groups disappear.
♣ The same-gender social groups last for a lifetime.

vs.

Results in the CALL network,and similar observations are also found from SMS.
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Null Model 
♣ Users’ gender and age are randomly shuffled
♣ Randomly shuffle 10,000 times

♣ x: empirical result from real data
♣ 𝑥": shuffled results
♣ 𝜇 𝑥" :	the average of shuffled data
♣ 𝜎(𝑥"): the standard deviation of shuffled data

♣ 𝑧 𝑥 : z-score 𝑧 𝑥 = 	
𝑥 − 𝜇(𝑥")
𝜎(𝑥")
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Demographic Triad Distribution

Results in the CALL network,and similar observations are also found from SMS.

♣ 𝑥:	empirical result
from real data
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♣ 𝜇 𝑥" :	the average
of shuffled data 
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♣ 𝑧 𝑥 : z-score

z > 3.3
overrepresented 

z < -3.3
underrepresented 
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How frequently do you call your mom vs. your significant other?
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♣ Interactions between young girls and boys are much more frequent
than those between two girls or two boys.

vs.

Results in the CALL network,and similar observations are also found from SMS.

Color: 
#calls/per month
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Social Tie Strength

Age
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♣ Cross-generation interactions between two females are more frequent than those
between two males or one male and one female.

Results in the CALL network,and similar observations are also found from SMS.
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Social Strategies across the Lifespan

More stableFewer friends

Younger Older

more friends
same-gender

opposite-gender
fewer friends

only same-gender

closed circles
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Small Worlds
♣ “Given two individuals selected randomly from the population, what is 

the probability that the minimum number of intermediaries required to 
link them is 0, 1, 2, …, k?”

♣ Mail ~300 letters from Boston to randomly individuals in Texas
--- Travers and Milgram, 1960s      

1. J. Travers, S. Milgram. An experimental study of the small world problem. Sociometry 32, 1969.
2. P. S. Dodds, R. Muhamad, D. J. Watts. An experimental study of search in global social networks. Science 301, 2003. 
3. J. Leskovec and E. Horvitz. Planetary-scale views on a large instant-messaging network. In ACM WWW’08, 
4. L. Backstrom, P. Boldi, M. Rosa, J. Ugander, S. Vigna. Four degress of separation. In ACM WebSci’12. 

♣ Send 60,000 Emails to people at different countries
--- Dodds, Muhamad, &Watts, 2003

♣ MSN network of 80 million nodes & 1.3 billion edges: 6.6 
--- Leskovec & Horvitz, 2008

♣ Facebook graph of 721 million nodes & 69 billion edges: 4.74 
--- Backstrom et al., 2012
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♣ How do “small worlds” relate to individual
demographics?

♣ What are the distances between the young and the
old, and males and females?

Dong*, Lizardo*, Chawla. Do the young live in a “smaller world” than the old? Age-specific degrees of separation 
in human communication.  arXiv:1606.0755620



Age-Specific Small Worlds
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♣ The young live in the smallest world
♣ The old live in the least small world 
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Age-Specific Small Worlds
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Non Gender Differences in Small Worlds
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Model of Kin & Non-Kin Ties across Ages
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♣ Most informal socializing outside of the 
family occurs among people of similar age. 

♣ Kin Ties are the primary link connecting 
individuals across generations. 

The same generation
𝑥 ∓ 5

The older generation
(𝑥 + 20, 𝑥 + 30)

The younger generation
(𝑥 − 30, 𝑥 − 20)
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Can we know who we are based on
our social networks?

• Dong, Zhang, Tang, Chawla, Wang. CoupledLP: Link Prediction in Coupled Networks. In ACM KDD2015. 
• Dong, Chawla, Tang, Yang, Yang. User Modeling on Demographic Attributes in Big Mobile Social Networks. In ACM TOIS 2017.

26



Demographic Prediction
♣ Infer Users’ Gender Y and Age Z Separately.

o Model correlations between gender Y and attributes X;
o Model correlations between age Z and attributes X;

bag of 
nodes

bag of labels
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Demographic Prediction
♣ Infer Users’ Gender Y and Age Z Simultaneously.

o Model correlations between gender Y and attributes X, Network G and Y;
o Model correlations between age Z and attributes X, Network G and Z;
o Model interrelations between Y and Z;

28



Users

Mobile Network

social triad

social tie

WhoAmI Method

Attribute factor f()

Dyadic factor g()Triadic factor h()

Joint Distribution:

Code is available at: http://arnetminer.org/demographic

Modeling 
traditional features X

Modeling interrelations
between gender and age

Modeling social strategies on 
social tie

Modeling social strategies on 
social triad

Random variable Y: Gender
Random variable Z: Age
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WhoAmI: Objective Function

Objective function:

Model learning: 
gradient descent Circles?

Loopy Belief Propagation

K. P. Murphy, Y. Weiss, M. I. Jordan. Loopy Belief Propagation for Approximate Inference: Am Empirical Study. In UAI’99
Code is available at: http://arnetminer.org/demographic
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WhoAmI: Experiments

♣ Data: active users
o >1.09 million users in CALL
o >304 thousand users in SMS
o 50% as training data
o 50% as test data

♣ Evaluation Metrics:
o Weighted Precision
o Weighted Recall
o Weighted F1 Measure
o Accuracy

♣ Baselines:
o LRC:  Logistic Regression
o SVM: Support Vector Machine
o NB:    Naïve Bayes
o RF:    Random Forest
o BAG: Bagged Decision Tree
o RBF:  Gaussian Radial Basis NN
o FGM: Factor Graph Model
o DFG (WhoAmI)
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Demographic Predictability

♣ Predictability of User Demographic Profiles

o The proposed WhoAmI (DFG) outperforms baselines by up to 10% in 
terms of F1-Measure. 

o We can infer 80% of users’ gender from the CALL network
o We can infer 73% of users’ age from the SMS network

o The phone call behavior reveals more user gender than text messaging 
o The text messaging behavior reveals more user age than phone call 
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Application 1: Postpaid à Prepaid
♣ Postpaid mobile users are required to create an account by providing 

detailed demographic information (e.g., name, age, gender, etc.). 

♣ Prepaid services (pay-as-you-go) allow users to be anonymous --- no need 
to provide any user-specific information.
o 95% of mobile users in India 
o 80% of mobile users in Latin America 
o 70% of mobile users in China 
o 65% of mobile users in Europe
o 33% of mobile users in the United States 

♣ Train the model on postpaid users and infer prepaid users’ demographics
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Application 1: Postpaid à Prepaid
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♣ Slide the training ratio to match proportion of postpaid users per country

♣ Train the model on postpaid users and infer prepaid users’ demographics
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Application 2: Coupled Networks

2015.08.08 10:30

2015.08.08 10:48

2015.08.08 11:29

2015.08.08 11:01

……

2016.01.01 00:00

……

Coupled Demographic Prediction
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Coupled Network Data

♣ Real-world large mobile communication data
• Over 1 billion call & message records between Aug. to Sep. 2008
• Undirected and weighted networks 
• Three major mobile operators Ea, Eb, Ec

k: average degree
cc: clustering coefficient
ac: associative coefficient 
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WhoAmI: Distributed Coupled Learning

MPI based
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Coupled Demographic Prediction

♣ Train the model on my own users and infer the demographics of my competitor’ users.
♣ Infer 73~79% of gender information and 66~70% of age of a competitor’s users.  
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Computational Lens on Networks

Big Network Data: 120 large-scale networks
o Mobile network of 7+ million users & 1+ billion communications
o Friendster network of 60+ million users & 1.8 billion friendships

Knowledge Discovery
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Computational Models
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♣ Lifetime evolution of social strategy 
♣ Age-specific small worlds
♣ Demographics are predictable

♣ WhoAmI model
♣ Probabilistic graphical models
♣ Distributed & coupled learning

♣ User Profiling in scoial networks
♣ Coupled user/link prediction
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How does the structural diversity of 
common neighborhoods influence link 
existence & network organization？

Dong, Johnson, Xu, Chawla. Structural Diversity and Homophily: A Study Across One Hundred Big Networks. In ACM KDD 201742
Updated on May, 2017



Structural Homophily

• M. E. J. Newman. Clustering and preferential attachment in growing networks. Phys. Rev. E. 2001. 
• M. McPherson, L. Smith-Lovin, J. M. Cook. Birds of a feature: homophily in social networks. Annual Review of Sociology. 2001.

P1 <

“Love those who are like themselves” ---Aristotle

“People with many common friends are more likely to become acquainted than 
those with few or none” 

P2
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Common Neighbor (CN) Subgraph

• M. Granovetter. Problems of explanation in economic sociology. Networks and organizations: Structure, form, and action, 25:56, 1992. 
• B. Uzzi. Social structure and competition in interfirm networks: the paradox of embeddedness. Administrative science quarterly. 1997.
• J. Ugander, L. Backstrom, C. Marlow, and J. Kleinberg. Structural diversity in social contagion. PNAS, 109(16):5962–5966, 2012. 44

P1 ( |      ) P2 ( |      )

P(connect | common-neighbor-subgraph)

Structural Diversity: #components of a common neighbor subgraph

more diverse less diverse



Common Neighbor (CN) Subgraph
P(connect | common-neighbor-subgraph)

… …Network # nodes # edges # pairs with ≥1 CN Data source

Friendster 65,608,366 1,806,067,135 546  billion SNAP
BlogCatalog 88,784 2,093,195 612 million ASU

YouTube 1,134,890 2,987,624 1  billion MPI-SWS
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Structural Diversity of CN Subgraph Affects Link Existence

2 3 5 6

>

P1 (connect| ) P2 ( connect| )

P1 (connect | )

P2 (connect | )
≈ 					15

P1 (connect | )

P2 (connect | )
≈ 				

1
5

>

P1 (connect| ) P2 ( connect| )
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more & more diverse



The Violation of Structural Homophily

2 3 5 6

>

P1 ( ) P2 ( )<

>>P1 ( ) P2 ( )
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2 3 4 5 6

Structural Diversity of Common Neighborhood

♣ The diversity of common neighborhood affects link formation and
also violates the principle of homophily.
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Common Neighborhood Signature

2 3 4 5 6

y2
1, y2

2,  y3
1, y3

2, y3
3, y3

4, y4
1, y4

2 … y4
11, y5

1 … ... 
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Massive Social & Information Networks

80 real networks
from

+

40 random 
networks by

AMiner
ASU
KONECT
MPI-SWS
Notre Dame
Net Repo
Newman
SNAP

ER
BA
WS
Kronecker

♣ For each network
o Get its common neighborhood signature 𝒗

♣ For each pair of two networks
o Get the correlation coefficient 𝝆(𝒗𝒊 , 𝒗𝒋) between

their common neighborhood signatures 𝒗𝒊, 𝒗𝒋
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Network Superfamily

Blog
Catalog

You
Tube

Friendster

Color: correlation coefficient

LinkedIn
Twitter
WS(𝛽 → 0)

Facebook

ER, WS(𝛽 → 1)

BA, WS(𝛽 → 1)
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Network Superfamily

R. Milo, et al. Superfamilies of evolved and designed networks. Science 2004. 

Subgraph Significance Profile
[Milo et al. 2004]

Common Neighborhood Signature

♣ Common neighborhood signature serves as a fundamental
property of a network, and unveils unique network superfamilies.
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Computational Lens on Networks

Demographics Local:
Social Ties, Triads

Global:
Small Worlds

Graphical Models:
Demographic Prediction

Diversity
Local:

Common Neighborhood
Global:

Network Superfamily

Topic:
Social Impact

Neural Networks:
Heterogeneity Embedding

Big Network Data: 120 large-scale networks
o Mobile network of 7+ million users & 1+ billion communications
o Friendster network of 60+ million users & 1.8 billion friendships

Knowledge Discovery
Social & Network Sciences

Computational Models
machine learning

Predictive Applications
Data Science

53



How can we increase our social impact？

• Dong, Johnson, Chawla. Will This Paper Increase Your h-index? Scientific Impact Prediction. In ACM WSDM 2015.
Best Paper Award Nomination

• Dong*, Johnson*, Chawla. Can Scientific Impact Be Predicted? IEEETrans. on Big Data 2016.54



Science of Science
“An emerging area of interest in research on the 

‘science of science’ is the prediction of future impact.”

James A. Evans. FutureScience,Science 342 (44), 2013
R. Yan, C. Huang, J. Tang, Y. Zhang, and X. Li. To better stand on the shoulder of giants. In ACM JCDL’12.
D. Wang, C. Song, A.-L. Barabasi. Quantifying long-term scientific impact. Science, 342 (6154), 2013.
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Scientific Impact Prediction
♣ Predicting the #citations of each paper

♣ Predicting whether a cascade will 
double in size (k reshares à 2k)

J. Cheng, L. Adamic, A. Dow, J. Kleinberg, J. Leskovec. Can cascades be predicted? In ACM WWW’14.

[Cheng et al. 2014]

Will This Paper
Increase Your h-index?

56



Scientific Impact Prediction
♣ Given a paper and its author information at t:
o What is its author’s future h-index, h’ , within a timeframe ∆t ?
o Will this paper published at t will contribute to his future h-index, h’, 

within a timeframe ∆t ?
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Data & Factors

Author

Content Venue

Paper

Social

Reference

Temporal

24 Factors from 6 groups
58

♣ A real-world academic dataset
o x
o 1,712,433 authors
o 2,092,356 papers
o 4,258,615 collaborations
o 8,024,869 citations
o arnetminer.org/AMinerNetwork

J. Tang, J. Zhang, L. Yao, J. Li, L. Zhang, Z. Su. ArnetMiner: Extraction and mining of academic social networks. In ACM KDD’08.



Factors Driving Impact Growth

♣ Publishing in academically diverse topics is difficult to further one’s 
scientific impact, at least as measured by an increase in one’s h-
index.

♣ A scientific researcher’s authority on the topic of a paper is the most 
decisive factor in determining whether the paper contributes to his or
her h-index.

♣ The level of the venue in which a given paper is published is another 
crucial factor in determining the probability that it will contribute to 
its authors’ h-indices.
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Predictability of Scientific Impact

♣ Task 2.1 (t = 2007, ∆t = 5): predict whether the number of citations for 
each paper published in 2007 will be larger than or equal to the max-h-
index author’s future h-index in 2012. 
o Features: 24 factors
o Half training, half test 

Method Precision Recall F1 AUC Acc. Pre@3 MAP
Random 
Guess 0.210 0.500 0.296 0.500 0.500 0.589 0.413

Logistic 
Regression 0.823 0.592 0.689 0.929 0.887 0.892 0.944

60

♣ Future scientific impact can
be predicted from the past.



Online Demo

Web: Reid A. Johnson.61

When a measure becomes a target, it 
ceases to be a good measure

---Charles Goodhart



Computational Lens on Networks

Demographics Local:
Social Ties, Triads

Global:
Small Worlds

Graphical Models:
Demographic Prediction

Diversity
Local:

Common Neighborhood
Global:

Network Superfamily

Topic:
Social Impact

Neural Networks:
Heterogeneity Embedding

Big Network Data: 120 large-scale networks
o Mobile network of 7+ million users & 1+ billion communications
o Friendster network of 60+ million users & 1.8 billion friendships

Knowledge Discovery
Social & Network Sciences

Computational Models
Machine Learning

Predictive Applications
Data Science
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How to represent the diverse types of nodes 
in heterogeneous networks？

Dong, Chawla, Swami. metapath2vec: Scalable Representation Learning for Heterogeneous Networks. In ACM KDD 2017.63
Updated on May, 2017



Network Mining and Learning Paradigm

Network Mining Tasks
♣ node attribute inference
♣ community detection
♣ similarity search 
♣ link prediction
♣ social recommendation
♣ …

Node Centralities:
o degree
o betweenness
o clustering coefficient
o PageRank
o Gigenvector
o …

… ...

hand-crafted feature matrix

feature engineering machine learning models
64



Network Mining and Learning Paradigm

feature learning

Network Mining Tasks
♣ node attribute inference
♣ community detection
♣ similarity search 
♣ link prediction
♣ social recommendation
♣ …

machine learning models
latent representation matrix

X

?

Y. Bengio, A. Courville, and P. Vincent. Representation learning: A review and new perspectives. IEEE TPAMI, 35(8):1798–1828, 2013.
Y. LeCun, Y. Bengio, and G. Hinton. Deep learning. Nature, 521(7553):436–444, 2015.

65

(deep) neural network based 
feature representation learning



Word Representation Learning in NLP
♣ Input: a text corpus		𝐷 = {𝑊}
♣ Output: 𝑿 ∈ 𝑅 D ×F ,𝑑 ≪ |𝑊|, d-dim vector 𝑿J for each word w.

1. T Mikolov, I Sutskever, K Chen, GS Corrado, J Dean. Distributed representations of words and phrases and their compositionality. In NIPS ’13, pp. 3111-31119. 
2. T. Mikolov, K. Chen, G. Corrado, and J. Dean, “Efficient estimation of word representations in vector space,” arXiv:1301.3781, 2013.

latent representation vector

X

sentences

input hidden output

𝑤L

𝑤LMN	
𝑤LMO	

𝑤LPO	
𝑤LPN	

word2vec in NLP

o Computational lens on big social 
and information networks. 

o The connections between 
individuals form the structural …

o In a network sense, individuals 
matters in the ways in which ...

o Accordingly, this thesis develops 
computational models to 
investigating the ways that ... 

o We study two fundamental and 
interconnected directions: user 
demographics and network 
diversity

o ... ... 
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♣ geographically close words---a word and its context words---in a sentence 
or document exhibit interrelations in human natural language. 



Network Representation Learning
♣ Input: a network 𝐺 = (𝑉, 𝐸)
♣ Output: 𝑿 ∈ 𝑅 T ×F ,𝑑 ≪ |𝑉|, d-dim vector 𝑿U for each node v.

1. B. Perozzi, R. Al-Rfou, and S. Skiena, “DeepWalk: Online learning of social representations,” in KDD’ 14, pp. 701–710.
2. A. Grover, J. Leskovec. node2vec: Scalable Feature Learning for Networks. in KDD ’16, pp. 855—864.  
3. T Mikolov, I Sutskever, K Chen, GS Corrado, J Dean. Distributed representations of words and phrases and their compositionality. In NIPS ’13, pp. 3111-31119. 
4. T. Mikolov, K. Chen, G. Corrado, and J. Dean, “Efficient estimation of word representations in vector space,” arXiv:1301.3781, 2013.

latent representation vector

X

v1

v2

v3

v5

v1

v3

v5

v3

v5

v3

v2

v1

…
 ...

input hidden output

𝑣

𝑐LMN	
𝑐LMO	

𝑐LPO	
𝑐LPN	

random walk paths
(sentences) word2vec in NLP
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node2vec [KDD16], DeepWalk [KDD14]



Heterogeneous Network Representation Learning
♣ Input: a heterogeneous information network 𝐺 = (𝑉, 𝐸, 𝑇)
♣ Output: 𝑿 ∈ 𝑅 T ×F ,𝑑 ≪ |𝑉|, d-dim vector 𝑿U for each node v.

latent representation vector

X

Org Author Paper Venue
a1

a2

a3

a4

a5

MIT

CMU

ACL

KDD

p1

p2

p3

APVPA

OAPVPAO

APA

meta paths

? ?
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metapath2vec
♣ Input: a heterogeneous information network 𝐺 = (𝑉, 𝐸, 𝑇)
♣ Output: 𝑿 ∈ 𝑅 T ×F ,𝑑 ≪ |𝑉|, d-dim vector 𝑿U for each node v.

latent representation vector

X

probabilistic meta paths heterogeneous skip-gram

Org Author Paper Venue
a1

a2

a3

a4

a5

MIT

CMU

ACL

KDD

p1

p2

p3

APVPA

OAPVPAO

APA

meta pathsOrg Author Paper Venue
a1

a2

a3

a4

a5

MIT

CMU

ACL

KDD

p1

p2

p3

APVPA

OAPVPAO

APA

meta paths
KDD 0

0
0
0
0
1
0
0
0
0
0
0

ACL

MIT
CMU

a1

a2

a3

a4

a5

p1

p2

p3

input layer hidden 
layer

output layer

prob. that 
p3 appears

|V|-dim |V| x k

prob. that 
KDD apears

... ...

1. Y. Sun, J. Han. Mining heterogeneous information networks: Principles and Methodologies. Morgan & Claypool Publishers, 2012.
2. T. Mikolov, et al. Distributed representations of words and phrases and their compositionality. In NIPS ’13.

o transition probability

69

To predict the context node 	𝑐Y (type t) given
a node v, metapath2vec encourages all types
of nodes to appear in this context position



metapath2vec++
♣ Input: a heterogeneous information network 𝐺 = (𝑉, 𝐸, 𝑇)
♣ Output: 𝑿 ∈ 𝑅 T ×F ,𝑑 ≪ |𝑉|, d-dim vector 𝑿U for each node v.

latent representation vector

X

probabilistic meta paths

Org Author Paper Venue
a1

a2

a3

a4

a5

MIT

CMU

ACL

KDD

p1

p2

p3

APVPA

OAPVPAO

APA

meta pathsOrg Author Paper Venue
a1

a2

a3

a4

a5

MIT

CMU

ACL

KDD

p1

p2

p3

APVPA

OAPVPAO

APA

meta paths

0KDD
0
0
0
0
1
0
0
0
0
0
0

ACL

MIT
CMU

a1

a2

a3

a4

a5

p1

p2

p3

input layer hidden 
layer

output layer

prob. that 
ACL appears

prob. that 
KDD appears

prob. that 
a3 appears

prob. that 
a5 appears

prob. that 
CMU appears

prob. that 
p3 appears|V|-dim

|Vp| x kP

prob. that 
p2 appears

|Vo| x ko

|VA| x kA

|VV| x kV

heterogeneous skip-gram
heterogeneous negative sampling

o transition probability

1. T. Mikolov, et al. Distributed representations of words and phrases and their compositionality. In NIPS ’13.
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metapath2vec++

0KDD
0
0
0
0
1
0
0
0
0
0
0

ACL

MIT
CMU

a1

a2

a3

a4

a5

p1

p2

p3

input layer hidden 
layer

output layer

prob. that 
ACL appears

prob. that 
KDD appears

prob. that 
a3 appears

prob. that 
a5 appears

prob. that 
CMU appears

prob. that 
p3 appears|V|-dim

|Vp| x kP

prob. that 
p2 appears

|Vo| x ko

|VA| x kA

|VV| x kV

♣ softmax in metapath2vec

♣ softmax in metapath2vec++

♣ stochastic gradient descent♣ objective function (negative sampling)

♣ network maximization 

71
1. T. Mikolov, et al. Distributed representations of words and phrases and their compositionality. In NIPS ’13.



metapath2vec++

♣ every sub-procedure is easy to parallelize

#threads
12 4 8 16 24 32 40

sp
ee
du
p

12
4

8

16

24

32

40
metapath2vec
metapath2vec++

♣ 24-32X speedup by using 40 cores
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Network Mining and Learning Paradigm

feature learning

Network Applications
♣ node attribute inference
♣ community detection
♣ similarity search 
♣ link prediction
♣ social recommendation
♣ …

machine learning models

latent representation vector

X

Org Author Paper Venue
a1

a2

a3

a4

a5

MIT

CMU

ACL

KDD

p1

p2

p3

APVPA

OAPVPAO

APA

meta paths

metapath2vec
metapath2vec++
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Experiments

Baselines
♣ DeepWalk [KDD ’14] 
♣ node2vec [KDD ’16]
♣ LINE [WWW ’15]

♣ PTE [KDD ’15]

Heterogeneous Data
♣ AMiner CS publications

o 8 categories of 
research areas

publications

Mining Tasks
♣ Multi-class node classification

o logistic regression
♣ node clustering

o k-means
♣ similarity search

o cosine similarityParameters
♣ #walks: 1000
♣ walk-length: 100
♣ #dimensions: 128

♣ neighborhood size: 7
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Application 1: Multi-Class Node Classification

75



Application 2: Node Clustering

http://projector.tensorflow.org/76



Application 3: Similarity Search

77



Visualization

word2vec [Mikolov, 2013]

http://projector.tensorflow.org/78



Computational Lens on Networks

Demographics Local:
Social Ties, Triads

Global:
Small Worlds

Graphical Models:
Demographic Prediction

Diversity
Local:

Common Neighborhood
Global:

Network Superfamily

Topic:
Social Impact

Neural Networks:
Heterogeneity Embedding

Big Network Data: 120 large-scale networks
o Mobile network of 7+ million users & 1+ billion communications
o Friendster network of 60+ million users & 1.8 billion friendships

Knowledge Discovery
Social & Network Sciences

Computational Models
Machine Learning

Predictive Applications
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Computational Lens on Networks

Big Network Data: 120 large-scale networks
o Mobile network of 7+ million users & 1+ billion communications
o Friendster network of 60+ million users & 1.8 billion friendships

Knowledge Discovery
Social & Network Sciences

Computational Models
Machine Learning

Predictive Applications
Data Science

♣ Common neighborhood signature
♣ Structural diversity violates homophily
♣ Authority facilitates influence growth

♣ Future social impact prediction
♣ HIN mining and analysis tasks

♣ metapath2vec(++) model
♣ Heterogeneous network embedding

♣ Lifetime evolution of social strategy 
♣ Age-specific small worlds
♣ Demographics are predictable

♣ WhoAmI model
♣ Probabilistic graphical models
♣ Distributed & coupled learning

♣ User Profiling in social networks
♣ Coupled user/link prediction
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Future Directions

Big Network Data

Knowledge Discovery
Social & Network Sciences

Computational Models
Machine Learning

Predictive Applications
Data Science

Big Network Analytics System

Demographics

Diversity

Dynamics (time)

Deep “Networks”

Graph Theories

Language (info)
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Future2: Back to Physical World

Atom
[Dalton, 1808]

Periodic Table
[Mendeleev, 1869]

Covalent Bond (Interactions)
[Gilbert Lewis, 1902 & 1916]

graphite fullerene nanotube graphene diamond
82



Future2: Fundamental Elements & Principles in Social Networks

Different Atoms 

Different Interactions

[Mendeleev, 1869]

[Gilbert Lewis, 1902]

Physical World: Networks of Atoms Social Space: Networks of People
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Future2: Fundamental Elements & Principles in Social Networks

84

“Elective Affinities[1] by Johann Goethe in 1809 
is supposed to be the first work to model human 
relationships as chemical reactions or chemical 
processes … ”[2]

1. Johann W. Goethe. Elective Affinities. Cottaische Publisher. 1809.
2. Jeremy Adler. Goethe’s Use of Chemical Theory in his Elective Affinities. Cambridge University Press. 1990.
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