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Source Number of Sen/Com Words Vocabulary

Sina
Sen 516 8,932 2,772
Com 4,069 112,853 13,891

Yahoo!
Sen 434 5,767 2,679
Com 2,150 39,917 9,972

Precision Recall F1-Measure

Sina 75.3% 56.7% 64.7%

Yahoo! 74.9% 63.4% 68.7%

Dataset Result

Motivation and Problem Definition

Approach

Experiment

News
Social 

Content

The rapid development of Web and social media often floods users with huge 

volume of information

To understand the

web document

and related social

content

We 

Want

Know

What topics the document and 

social media talk about

Which part in the news does the 

social content focuses 

What others discuss over the 

part that I’m interested in
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Model 

(DCT Model)

Learning from 

Positive and 
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(PU Learning)

• Different vocabulary

• Sparse feature

• Dependency 

• Unbalanced volume

• Lack of labeled data
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DCT Model PU Learning

Basic Information[Total (cn + en)]:

• 22 (10 + 12) news 

• 950 (516 + 434) sentences

• 6,219 (4,069 + 2,150) comments

87%one or multiple news sentences

13% no sentences

Conclusion: it is reasonable to make use of comments to

enhance topic detection in DCT model.

22% more than 10 comments

27% no comments

Conclusion: automatic alignment is necessary; there are

some sentences that simply provide some background of

the news.

• 7 annotators 

• Confidence: 5 out 7 agree

• 9,847 (7,520+2,327) links

Conclusion and Future Work

Statistics

Annotation Observation

Failed Alignment

• Comment chain: a series of

comments issued by two or

more users while discussion,

many annotators assign same

links for them

• Topic drift: Topics may changes

background topic 

& no comments

cost  food aid

Goal：build a classifier to identify more accurate comments for a given topic

Assumption: the topic sentences in news can be used as positive examples

Core Idea: due to it is difficult to build an accurate classifier with very few

positive and noise negative examples, we try to extend the positive example set as

well as purify the negative set in three steps
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Positive examples Hyper Sphere
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Max distance  Radius
Unlabeled

Data
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Three example sets

Positive Examples (P)

Potential Positive (PP)

Potential Negative (PN)

Ricchio Classifier Reclassify

Unlabeled

Data

Likely Positive (LP)

Likely Negative (LN)

L f1 f2 … fK

P1 1 0.043 0.019 … 0.024

P2 1 0.052 0.037 … 0.017

…

LP1 0.7 0.054 0.033 … 0.015

…

LN1 0.83 0.003 0.061 … 0.055

…

Training

Examples

With

Different

Confidences 

Build the final classifier with Weighted Support 

Vector Machine, whose objective function is

Example

Motivation

461 million (78% of Internet

users) in China read news

online [CNNIC, Jun. 2013]

Comment number for top news

in Yahoo! and Sina are 5684.6

and 9205.4 [Nov, 2012].

Problem Definition

WASHINGTON— 

Boehner won the backing of 220 Republicans, who retained a majority in 

the chamber after November's election. But a handful of GOP members 

voted no or abstained. Most Democrats voted for House Minority Leader 

Nancy Pelosi.

Boehner's grasp on his speakership seemed tenuous going into the vote.

 .

Several northeastern Republicans loudly criticized Boehner for stalling a 

$60 billion relief bill for states hit by Superstorm Sandy. Boehner has 

pledged to hold a vote on Sandy relief on Friday.

 .

Once the votes were cast and Boehner was announced the winner, 

Republican and Democratic leaders joined the Ohio delegation in escorting 

Boehner to the speaker's chair, where he will serve for two more years.

In his first speech to the 113th Congress, Boehner urged members to 

remain true to the Constitution and focused his remarks on the national 

debt.

"Our government has built up too much debt. Our economy is not 

producing enough jobs. These are not separate problems," Boehner told the 

members in the chamber. "At $16 trillion and rising, our national debt is 

draining free enterprise and weakening the ship of state.  The American 

Dream is in peril so long as its namesake is weighed down by this anchor 

of debt. Break its hold, and we begin to set our economy free."

CNN is reporting 220 out of 234 voting for Boehner, with 

12 declining to vote at all (which is like voting "no")

I'm surprised...I would've sworn he would've been voted 

out, given his party's reaction to the cliff deal. 

How do they include all that outrageous pork in the 

hurricane relief bill? it's disgusting

The margin was? Yahoo news, worse than MTV news.

good now stand by your words, no rise in the debt ceiling 

unless there is major cuts. no pork and no foreign aid.

Conservatives demand term limits right up to the moment 

they are elected. Then "term limits" becomes a dirty 

word.. Over the next two years they gin up a dozen or so " 

powerful reasons" why term limits should not apply to 

them.

22%

14%

29%

26%

9%

Methods
• Unsupervised

- VSM: TF-IDF + Cosine Similarity

- DCT: DCT Model directly

• Ours (T-PU): unsupervised, classifier on topics

Aid

Stomach

America

Food

Korea

Korea

Money

Launch

America

Food

The left only uses comments, and the

right takes news as background

Comment only

News only

Both

d: web document; S: sentence set; C:comment set; T: topic set

d is consisting of S and associated with C, and all of them talks about T

Conclusion

• Study the social content alignment

problem and present a two-phase

framework to address it

• Propose DCT model which exploits Web

document, social content and their

dependency

• Employ PU learning algorithm for

alignment

• Experiments show the effectiveness of the

proposed approach

Future Work

• Social content alignment over similar web 

documents

• Investigate whether the social 

relationships influence the alignment

• Study topic drift in the social content
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Top words for topic launch cost

• Supervised
- BSVM: classifier on sentences

- T-SVM: classifier on topics extracted by DCT

• Comparison in Precision

• Best among three unsupervised methods

• With supervised methods

- BSVM: significant improvement(> 25%)

- T-SVM: comparable result (-2.1% in 

Sina and -2.9% in Yahoo!)

mailto:houlei@keg.cs.tsinghua.edu.cn

