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Motivation Proposed Framework

Cross-lingual knowledge linking is to automatically discover cross-lingual Concept Annotator

links (CLs) between wikis, which can largely enrich the cross-lingual 4 )
knowledge and facilitate sharing knowledge across different languages. The : o
seed CLs and the inner link structures are two important factors for finding Input Wikis Concept CL Predictor
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Annotating Concepts Within Each Wiki Predicting New Cross-lingual Links Between Wikis
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SR(a,c) is computed based on the links in the Integrated Concept Network
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Experiments

The datasets of English Wikipedia (4 million articles) and Chinese Wikipedia (499 thousand articles) that are archived in August 2012 has been used to evaluate the proposed
approach. There are 239,309 cross-lingual links between two wikis.
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Regression Model for Predicting New CLs

For each article a in W, the article b* in W, that maximizes the following
score function s({a,b*) and satisfies s(a,b*)>0 is predicted as the
corresponding article of a.

s(a,b) = wo + @ - fas
= wy + w1 X fi(a,b) + ... + wg X fg(a, b)

A regression model is used to learn the weights of features based on a set of
known CLs. The optimal weights should satisfies:

Va; € A, Vb € (B —{b;}), s(ai,b;) — s(a;,b) >0

W - (faz',bq; — fai,b‘) > ()
Therefore, a training data set is generated to feed the linear regression
algorithm to learn the weights:

D = {(zi,y)}1 where i = (faib, — fasbrn:) vi = 1

100% 160,000
Betfore Annotation After Annotation "o g 120,000
#Seed CLs Model | Precision | Reccall | Fl-measure | Precision | Recall | Fl-measure 60% g 100,000
0.05Mil. CLs | SVM 92.1 35.0 50.7 78.5 37.2 50.5 50% g s0000
RM 93.3 36.0 52.0 92.4 38.6 54.5 0% 5
0.I0Mil. CLs | SVM 797 [ 350 18.6 86.9 | 504 63.8 > g
RM 846 | 374 51.9 96.6 | 49.3 65.3 10% =
0.15Mil. CLs | SVM 80.9 35.9 49.7 88.1 57.3 09.5 0% —— — 20,000
RM 93.5 38.2 54.2 93.7 56.2 70.2 o No CLs 59 1% 20.5% - 0 . . . ;
020 Mll CLS SVM 847 373 5 1 8 888 68 1 77 1 M 0.1 Mil. CLs 83.6% 71.4% 77.0% B No Annotation 34,876 57,128 76,932 67,440
RM 94.5 37.9 54.1 95.9 67.2 79.0 0.2 Mil. CLs 85.6% 73.7% 79.2% ® Annotation 45,002 78,334 132210 | 152,223

Our regression model (RM) is compared with SVM classification model. Results of concept annotation Results of incremental linking



