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ABSTRACT
Multimodal pretraining has demonstrated success in the downstream
tasks of cross-modal representation learning. However, it is limited
to the English data, and there is still a lack of large-scale dataset for
multimodal pretraining in Chinese. In this work, we propose the
largest dataset for pretraining in Chinese, which consists of over
1.9𝑇𝐵 images and 292𝐺𝐵 texts.The dataset has large coverage over
domains, including encyclopedia, question answering, forum dis-
cussion, etc. Besides, we propose a method called M6, referring to
Multi-Modality-to-Multi-ModalityMultitaskMega-transformer, for
unified pretraining on the data of single modality and multiple
modalities. The model is pretrained with our proposed tasks, in-
cluding text-to-text transfer, image-to-text transfer, aswell asmulti-
modality-to-text transfer. The tasks endow the model with strong
capability of understanding and generation. We scale the model
to 10 billion parameters, and build the largest pretrained model
in Chinese. Experimental results show that our proposed M6 out-
performs the baseline in a number of downstream tasks concern-
ing both single modality and multiple modalities, and the 10𝐵-
parameter pretrained model demonstrates strong potential in the
setting of zero-shot learning.
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1 INTRODUCTION
Pretraining has recently greatly promoted the development of nat-
ural language processing (NLP). A series of studies in pretrain-
ing [1, 2, 8, 15, 17, 18, 24, 29, 35, 41, 46] have gradually pushed
the limit of model performance in natural language understanding
and even natural language generation. Besides, pretraining lever-
aging large-scale data enables the building of extremely large mod-
els with large capacity. The recent GPT-3 with over 175 billion pa-
rameters demonstrates that large models can achieve outstanding
performance even in the setting of few-shot or zero-shot learning.
The rapid development of pretraining in NLP sparkles cross-modal
pretraining. Similar to the pretrained models for natural language
processing, those models for mutlimodal understanding and gen-
eration also incorporate the architecture of self-attention-based
transformer [39]. A number of studies [4, 10, 16, 19, 21, 22, 26, 27,
36, 50] have created new state-of-the-art performance for various
cross-modal downstream tasks. The developments reflect the sig-
nificance of pretraining in today’s research and application in nat-
ural language processing and cross-modal representation learning.

However, most studies, especially multimodal pretraining, fo-
cus on the pretraining on English data. There is a lack of large-
scale dataset in Chinese for multimodal pretraining, and it is even
hard to find a popular cross-modal downstream task with Chinese
benchmark datasets and strong baselines. Therefore, in this work,
we first propose a large-scale dataset M6-Corpus, which consists
of over 1.9𝑇𝐵 images and 292𝐺𝐵 texts. To the best of our knowl-
edge, this is the largest dataset in Chinese for pretraining in both
multimodality and natural language. The dataset collected from
the webpages consists of different types of data and covers a wide
range of domains, including encyclopedia, question answering, fo-
rum discussion, product description, etc. Also, we design sophisti-
cated cleaning procedures to ensure that the data are of high qual-
ity.

Furthermore, in order to sufficiently leverage such large amount
of high-quality data, we propose to build an extremely large model
that can process data of multiple modalities and adapt to differ-
ent types of downstream tasks. Thus we propose a model called
M6, which refers to Multi-Modality-to-Multi-Modality Multitask
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Mega-transformer. The model is based on the self-attention-based
transformer, and it is pretrained with our proposed tasks. Pretrain-
ing endows the model with the capability of single-modal and mul-
timodal understanding and generation.

Based on the architecture of M6, we scale the model to 10B pa-
rameters, which is the largest model in Chinese pretraining. We
conduct experiments on the existing Chinese multimodal datasets
and the Chinese natural language benchmarks. We show that M6
outperforms the baselines in multimodal downstream tasks, and
the large M6 with 10𝐵 parameters can reach a better performance.
In the evaluation of natural language processing, M6 outperforms
the strong baselinewith 2.6𝐵 parameters in natural language down-
stream tasks especially in the setting of zero-shot learning. This
demonstrates the model’s transferability and generality.

In brief, our contributions are:
• We propose the largest dataset for multimodal and NLP

pretraining in Chinese, which consists of over 1.9𝑇𝐵 mul-
timodal data and 292𝐺𝐵 plaintext data.

• We propose M6 that is able to perform single-modal and
cross-modal understanding and generation, and we scale
the model up to 10B parameters and build the largest pre-
trained model in Chinese.

• Experimental results show that M6 outperforms the base-
lines in both multimodal and NLP downstream tasks, and
the 10𝐵-parameter model has strong capability of zero-shot
learning.

2 DATASET
We collect and develop the largest multi-modality and text dataset
in Chinese for now, which is one of the key contributions of this
paper. In this section, we first identify the limitations of existing
datasets and then describe the construction and preprocessing pro-
cedure of our proposed dataset.

2.1 Existing Datasets
The construction of large-scale corpus with high quality and do-
main coverage is crucial to Chinese pretraining. In early previ-
ous works, the Chinese Wikipedia1 is one of the most frequently
used datasets to train Chinese language models. It contains 1.6𝐺𝐵
texts (around 0.4𝐵 tokens) covering around 1𝑀 encyclopedia en-
tries. Another corpus with a comparable size is the THUCTC[37]
dataset, which includes 740𝐾 news articles. However, with the
rapidly increasing capacity of recent language models, the scale of
these existing datasets is clearly insufficient. Recently, Cui et al. [5]
employs unreleased extended data that are 10 times larger than the
CN-Wikipedia to pretrain their Chinese language model. Xu et al.
[45] released a 100𝐺𝐵 corpus named CLUECorpus2020, which is
retrieved from the multilingual Common Crawl dataset. However,
the scale of the datasets is still insufficient to facilitate super large-
scale pretraining comparedwith existing English pretrained datasets.
For example, GPT-3 contains 175B parameters and is trained on
570𝐺𝐵 texts. Meanwhile, the dataset should contain image-text
pairs rather than plain texts for multi-modal pretraining.

1https://dumps.wikimedia.org/zhwiki/latest/

2.2 Standards for a High-quality Dataset
To perform large-scale multi-modal pretraining and learn complex
world knowledge in Chinese, the dataset is highly required to pro-
vide both plain texts and image-text pairs in super large scale, cov-
ering a wide range of domains. In order to perform large-scale
multi-modal pretraining in Chinese, we focus on the construction
of large-scale datasets. Specifically, while we unify our pretraining
for both natural language and multimodality, we construct large
datasets of both plain texts and image-text pairs. We are interested
in obtaining large-scale data that cover a wide range of domains, so
that it is possible for the model to learn the complex world knowl-
edge of different fields. Also, we aim to collect data of multiple
modalities for multimodal pretraining.This raises the difficulty for
the construction of large-scale dataset as the data for multimodal
pretraining are usually image-text pairs, where in each pair the
text provides a detailed description of a fraction of the image.

Though there are tremendous texts and images on the world
wide web, a high-quality corpus for multimodal pretraining should
satisfy the following properties: (1). the sentences should be flu-
ent natural language within a normal length, and should not con-
tain meaningless tokens, such as markups, duplicate punctuation
marks, random combinations of characters, etc.; (2). the images
should be natural and realistic, and the resolutions of the images
need to be identifiable by humans; (3). both texts and images should
not contain illegal content, such as pornography, violence, etc.;
(4). the images and texts should be semantically relevant; (5). the
datasets should cover a wide range of fields, say sports, politics,
science, etc., and therefore it can endow the model with sufficient
world knowledge.

2.3 Dataset Construction
Based on the above requirements, we collect data of both plain
texts and image-text pairs. There are different types of data, in-
cluding encyclopedia, crawled webpages, community question an-
swering, forumdiscussion, product description, etc.We present the
details in Table 1. The collected corpus consists of both plain-texts
and image-text pairs, which is compatible with the designed text-
only and multimodal pretraining tasks. Also, the data has a large
coverage over domains, such as science, entertainment, sports, pol-
itics, commonsense of life, etc. We have also compared some char-
acteristics of our corpus with existing datasets used for Chinese
pretraining in Table 2. The size of our dataset is much larger than
the previous ones. To our knowledge, this is the first large-scale,
multimodal and multidomain corpus for Chinese pretraining.

We implement sophisticated preprocessing to obtain clean data.
For text data, we first remove HTML markups and duplicate punc-
tuation marks, and we only reserve characters and punctuation
marks that are in Chinese and English. We remove the topics that
are shorter than 5 characters and contents shorter than 15 char-
acters. We further apply in-house spam detection to remove sen-
tences that containwords related to certain political issues, pornog-
raphy, or words in the list of dirty, naughty, and other bad words.
In order to preserve the linguistic acceptance of the texts, we im-
plement a language model to evaluate their perplexities, and sen-
tences with high perplexities are discarded. Only images with at



Table 1: Statistics of our pretraining dataset. We demonstrate the sources of our data, and we calculate the number of images,
tokens and passages, the average length, as well as the size of image and text.

Source Modality Images (M) Tokens (B) Passages (M) Avg. Length Image Size (TB) Text Size (GB)
Encyclopedia Plain-text - 31.4 34.0 923.5 - 65.1

Community QA Plain-text - 13.9 113.0 123.0 - 28.8
Forum discussion Plain-text - 8.7 39.0 223.1 - 18.0
Common Crawl Plain-text - 40.3 108.7 370.7 - 83.3
Encyclopedia Image & Text 6.5 7.9 10.4 759.6 0.1 15.0

Crawled Webpages Image & Text 46.0 9.1 106.0 85.8 1.5 70.0
E-commerce Image & Text 8.0 0.5 8.5 62.1 0.3 12.2

Total - 60.5 111.8 419.6 266.4 1.9 292.4

Å
Image Source & Text

Source: Encyclopedia
广东草龟是属于曲颈龟亚目龟科的一种草龟。又称黑颈乌龟。
The Guangdong tortoise is a kind of tortoise belonging to Cryptodira. It is also known as black-necked 
turtle.

Source: Crawled Webpages
根据之前信息，马斯克称Cybertruck将配备三种动力版本，其中包括单电机后驱，双电机后驱和三
电机全驱版本。
According to the previous news, Elon Musk said that Cybertruck will be equipped with three versions of 
power, including a single-motor rear drive, a dual-motor rear drive and a three-motor full-drive version.

Source: E-commerce
柔软的针织面料就能给人一种舒服的感觉，大篇幅的印花以点缀的作用让整体显得更加青春阳光，
宽松简约落肩尽显时尚风范，十分适合日常穿搭。
The softly knitted fabric can give people a comfortable feeling. The large-length prints make the whole 
look youthful and sunny. Its loose and simple extended sleeves look fashionable, and it is very suitable for 
daily wear.

Figure 1: Examples of the multimodal data of M6-Corpus. We demonstrate three cases that belong to different categories,
including encyclopedia, crawled webpages, and product description.

Table 2: Comparison with the existing large-scale Chinese
corpora for pretraining. Our dataset is the largest dataset for
Chinese pretraining. The size of texts is larger than that of
the existing datasets, and the size of images is even larger
than that of ImageNet.

Dataset Text Size (GB) Image Size (GB) Multidomain
CN-Wikipedia 1.6 × ×

THUCTC 2.2 × ×
HFL 21.6 × ✓

CLUE Corpus 100.0 × ✓
ImageNet × ∼1000 ✓
M6-Corpus 292.4 1900 ✓

least 5000 pixels are reserved for pretraining. A sequence of classi-
fiers and heuristic rules are applied to filter out images containing
illegal content. We also use a pretrained image scorer to evaluate
the qualities of images. For images and texts in crawled webpages,

we only consider images and their surrounding texts as relevant
image-text pairs. Other sentences in the webpages are discarded.

3 APPROACH
Multimodal pretraining leverages both the power of self-attention-
based transformer architecture and pretraining on large-scale data.
We endeavor to endow the model with strong capability of cross-
modal understanding and generation. In this section, we describe
the details of our proposed pretrained model M6, which refers to
Multi-Modality-to-Multi-Modality Multitask Mega-transformer.

3.1 Visual and Linguistic Inputs
The mainstream multimodal pretraining methods transform im-
ages to feature sequences via object detection. However, the per-
formance of the object detectors as well as the expressivity of their
backbones strongly impact the final performance of the pretrained
models in the downstream tasks. Besides, we believe that object
features are not the best choice of image representation in this



Source & Text

Source:Encyclopedia
神经网络是一种运算模型，由大量的节点（或称神经元）之间相互连
接构成，其在模式识别、智能机器人等领域已经成功解决了许多实际
问题。
Neural network is a computational model, which is composed of a large 
number of nodes (or neurons) connected to each other. It has successfully 
solved many practical problems in the fields of pattern recognition and 
intelligent robots.
Source:Community QA
宽带连接不上、本地连接不见了、是不是网卡坏了？
回答：这个问题很简单，最大的可能就是你把驱动误删了。
The broadband connection is not available, the local connection is missing, 
is the network card broken? 
Answer: This problem is very simple. The most likely reason is that you 
deleted the driver by mistake.
Source:Forum discussion
如何评价1700亿参数的GPT-3？
回答：GPT-3依旧延续自己的单向语言模型训练方式，不过这次的训练
数据有570GB。
How to evaluate the 170 billion parameter GPT-3? 
Answer: GPT-3 continues its single-direction language model training 
method, but this time the size of its training dataset is 570GB.
Source:Common Crawl
北京市互联网金融行业协会的前身为北京市网贷行业协会，成立于
2014年12月，是中国第一个网贷行业协会组织。
The predecessor of the Beijing Internet Finance Industry Association was 
the Beijing Internet Loan Industry Association. It was established in 
December 2014 and is the first online loan industry association in China.

Figure 2: Examples of the plain text data of M6-Corpus. We
demonstrate three cases that belong to different categories,
including encyclopedia, community QA, forum discussion,
and common crawl.

context as we observe that a large proportion of the images con-
tain only a few objects. Take the images of the e-commerce data as
an example. We randomly sample 1𝑀 images and perform object
detection on the images. The results show that over 90% of the
images contain fewer than 5 objects. Also, the objects have high
overlappingwith each other. To alleviate such influence, we turn to
a simple and effective solution following Gao et al. [11] and Doso-
vitskiy et al. [9]. In general, we split an image into patches and
extract features of the 2D patches with a trained feature extractor,
e.g. ResNet-50. Then we line up the representations to a sequence
by their positions.

The processing of the input word sequence is much simpler. We
apply WordPiece [34, 42] and masking to the word sequence and
embed them with an embedding layer, following BERT [7].

3.2 Unified Encoder-Decoder
We integrate the image embeddings 𝑒8 and the word embeddings
𝑒C into the cross-modal embedding sequence 𝑒 = {𝑒8 , 𝑒C }. We send
the sequence to the transformer backbone for high-level feature ex-
traction. To differ their representations, we add corresponding seg-
ment embeddings for different modalities. Specifically, we lever-
age the self-attention-based transformer blocks for our unified cross-
modal representation learning. To be more specific, the building
block is identical to that of BERT or GPT, which consists of self at-
tention and point-wise feed-forward network (FFN). On top of the

Table 3: Model sizes of M6. 𝑛;0~4AB is the number of trans-
former layers. 𝑑<>34; is the dimension of hidden states in
each layer. 𝑛�403B is the number of attention heads in each
layer. 𝑛?0A0< is the number of all parameters.

Models 𝑛;0~4AB 𝑑<>34; 𝑛�403B 𝑛?0A0<

M6-base 24 1024 16 327M
M6-large 50 4096 128 10B

transformer backbone, we add an output layer for word prediction,
and thus we tie its weights to those of the embedding layer.

In the unified framework, we use different masking strategies to
enable encoding and decoding. The input is segmented into three
parts, including visual inputs, masked linguistic inputs, and com-
plete linguistic inputs. We apply bidirectional masking to both the
visual inputs and masked linguistic inputs, and we apply causal
masking to the complete linguistic inputs. Thus the model is al-
lowed to perform encoding and decoding in the same framework.

3.3 Pretraining Methods
We pretrain the model with the multitask setup, including text-
to-text transfer, image-to-text transfer, and multimodality-to-text
transfer.Thus themodel can process information of differentmodal-
ities and perform both single-modal and cross-modal understand-
ing and generation.
Text-to-text Transfer As demonstrated in Figure 3, the model
learns to perform text denoising and language modeling in the set-
ting of text-to-text transfer. In text denoising, we mask the input
text by a proportion, which is 15% in practice following BERT [7].
Specifically, we mask a continuous span of text with a single mask,
and the model should learn to decode the whole sequence. This
encourages the model to learn both recovering and length predict-
ing. Besides, in order to improve the model ability in generation,
we add a setup of language modeling, where the encoder receives
no inputs and the decoder learns to generate words based on the
previous context.
Image-to-text transfer Image-to-text transfer is similar to image
captioning, where the model receives the visual information as the
input, and learns to generate a corresponding description. In this
setting, we add the aforementioned patch feature sequence to the
input and leave the masked input blank. The model encodes the
patch features, and decodes the corresponding text.
Multimodality-to-text transfer Based on the setup of image-
to-text transfer, we additionally add masked linguistic inputs, and
thus the model should learn to generate the target text based on
both the visual information and the noised linguistic information.
This task allows the model to adapt to the downstream tasks with
both visual and linguistic inputs.

3.4 Scaling up to 10 Billion Parameters
In order to sufficiently leverage the large-scale dataset that we
build, we endeavor to build an extremely large model based on the
architecture of M6. We choose a simple solution that we increase
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