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Abstract

Number of friends (or followers) is an important factor irc&d network. Attracting friends (or followers) in a shoitne is a

strong indicator of one person for becoming an influentierwgiickly. Existing studies mainly focus on analyzing tbenfation

of relationship between users, however, the factors thatiboite to users’ friend (or follower) numbers incremerra still uniden-
tified and unquantified. Along this line, based on user§edent friends (or followers) increasing speeds, firstly,ggea number
of interesting observations on a microblog system (Weilma) @an academic network (Arnetminer) through analyzingrtblear-

acteristics of structure and content from the diversity dadsity angles. Then we define attribute factors and cdtioaléactors

based on our observations. Finally we propose a partidilgléd ranking factor graph model (PLR-FGM) which combiresse
two kinds of factors to infer a ranking list of the users’ fris (or followers) increasing speed. Experimental reshitsv that the
proposed PLR-FGM model outperforms several alternativéetsin terms of normalized discounted cumulative gain (KE)C
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1. Introduction factors that impact on users’ friends increasing speedtdre s
unidentified and unquantified. Although Hutto et al. [5] did a
With the success of social Web, the online social networkslongitudinal study on followers increment, where they bail
such as Facebook, Twitter and DBLP, significantly enlarge ouregression model for follower count prediction, the catiein
social circles. The friends (or followers) in social netk®are  between magnitude of content-based and structural faatmts
important resources not only for transferring messagealbat  the friends increasing speed is ignored; moreover, theasga
for being popular, which can be considered as an cruciat&adi is small.

tor of social status. For examplg, in microblogs, the inaetn Different with these works, we want to propose a method
of followers of a user means fifeer published contents have 4 jnfer the ranking list of friends increasing speed fordian

more audiences and fier actions couldféect more people.  yate ysers. There are several challenges for the frientsisic

And if a person’s follower number has a great “burst” sudden-Ing speed ranking. First, how to capture the rich structanal

ly, he/she would probably become a “new star”. On the other.qntent-based information for friend increment analysS&2-

hand, in academic social networks, an author who get more cQshq how to construct an algorithm to model both the users’

authors in a short time means/slee is more active and can yyribytes and the relationships between users? Third, thow
build reputation in higer research area quickly. Understand-yyjigate the proposed model in real large social networks.

ing the characteristics of users who attract friends faahisn- dd he ab hall firstl ;
portant issue for social influence analysis, which can pl®vi '.ro.a resst 1€ above challenges, we irstly perform SOmME S-
tatistical analysis on the correlations between usershtti(or

suggestions for users’ behaviors and benefit many apmitsti . . .
ad y ap followers) increasing speed and their structural and cunte

such as “virtual market” and recommendation systems. ) i
Generally speaking, quick increments of friends (or fotiow based properties. T.he analysis is condu_cted based on two ngt
S) means that the users get new relationships in a short ime. works,kna;:nely, a m|crqrbr:og system l(We(;bo) and 6:)” a;;demlc
the literature, there exists some studies on relationstatyais, netvyor ( rnetm.mer).. © structural an qontent- asegrin
for example, link prediction and unfollow behavior anatysi mation are StUd'e.d with |'nl-depth exp!oratlon. For the stlruc
The goal of link prediction [1, 2] is to predict whether oneus ;ure l?tz;\se]fj gn?lyms,dwet Ut'lt'ze CE:l'fCU|3:IOnS StUth‘ gs dty )
will follow another in the future, while unfollow behavional- ensity ot circles and structures, forthe conten gseglal!sa
ysis [3, 4] mainly focuses on analyzing the reason of unfollo we also define diversity and density ba_sed on topic d|siqbut
behaviors. In sum, most of existing literatures study thrento and hashtags. We then propose a partially Ia}belgd rankmg fa
tion of friendship between users. But another perspedtie tor graph model (PLR-FGM) to infer the ranking list of friend
" increasing speed. The model can not only use the structudal a
contents-based properties of individuals as attributefacbut
“Corresponding author. also model the relationships between uses as the correfatio
Email addressisddebit .edu.cn (Dandan Song) tors. The ranking list can be obtained by sorting the maigina
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Table 1 Statistic of the DataSets known, such as celebrities andtioial announcers. They can

Dataset | #nodes| #edges| #contents get more followers in a short time by their real life reputati
Weibo 61397 154.900] 19.700 352 rather than taking social actions in the online social nekwo
Ametminer| 66313 112.237] 901522 But in contrast, ordinary users (who are not the celebjities

have to attract followers by publishing interesting cotgeor
performing social actions such as posting or discussingta ho

probabilities which are calculated by the model. Experimentopic. We perform a statistics on most top 2000 users who have
tal results show that our PLR-FGM model significantly outper the most followers, by manually labeled these users as Geleb
forms several alternative methods in terms of normalized di ties or ordinary users based on their profiles. In detail abel
counted cumulative gain (NDCG) with augments ranging fromthe users who are singers, movie stars, writers and CEOs of
6% to 51% . famous companies as celebrities, and mark the users who are
The contributions of this paper are summarized as follows: ot well known to many people in real society but get repu-
tation and become famous bloggers in the Weibo platform as
e Based on large datasets from two real social networks — ardinary users. Results show that there are only 17% orglinar
microblog system (Weibo) and an academic network (Ar-users among the top 100 users and the percentage of ordinary
netminer), we derive observations and analyze the correlassers increases while the number of followers decreases. Fo
tion between users’ friends increasing speed and the usergkample, among the top 1000-2000 users, the percentage of or
structures from diversity and density angles. Besides, Welinary users is 38.9%. As our research objects are ordinary
also analyze thefects of their contents properties (such ysers, we discard the top 5% (4431) users in the initial éatas
as circle diversity and density) on the friends increasingby descendingly sorting their follower numbers. Besides, w
speed. also discard the bottom 5% users as they have few followers.
. . Additionally, the users without any relationship with aothare
* We propose a ranking factor graph model which not Onlyalso discarded. After these preprocessing, there are 61297

incorporates the structural and contents-based properti% with 19,700,352 posts and 154,900 relationships remained

of individual users but also model the relationships be—the dataset.

tween them. Then we use the model to detect the users Arnetminer? [6] is a real online academic social network

\:]V:to Qﬁ(ve a higher friends increasing speed in the SOc'achataset, which is extracted from academic search and min-
Work. ing platform ArnetMiner. Before the preprocessing, it has

« We conduct experiments on the two real social networks2,092,356 papers from publication venues major in Computer
Experimental results verified thefectiveness of our ob- Science, and has gathered 1,712,433 researchers for naore th

servation factors, and the proposed model can achieve %0 years (from 1960 to 2014). The full graph of co-author net-
better performance than several alternative models. work contained in this data has 1,712,433 vertices (au}ancs
4,258,615 edges (collaboration relationships).

The paper is organized as follows: In Section 2, we give a To predict the co-author increasing count after a time inter
brief description of the datasets we used and perform sogie prval, we keep the users who published papers in at least 6.years
processing on these two datasets; Section 3 presents arr obsUnder this condition, there are 66,313 users with 901,522 pa
vations on users’ friends burst states with their attrisstech as  pers and 112,237 collaboration relationships.
structure and content. Section 4 explains the proposedngnk  Table 1 lists statistics of the datasets after preprocgssin
factor graph model. Section 5 illustrates experimentalltes which are used in our later analysis.

s and validates theffectiveness of our methodology. Finally,
Section 6 discusses related work and Section 7 concludes. 3. OBSERVATIONS

Firstly, we denote the friends (or followers) increasingexp
as the friends (or followers) increasing count in a certairet

The datasets we used in this paper are gathered from twiterval. The speed is always a continuous value, in order to
different online social networks: a microblog system - Weibo facilitate our analysis and experiment, we divide the speed
and an academic network - Arnetminer. to 5 burst states = {1, 2, 3,4, 5}. Similar with the topic burst

Weibo! is a Twitter-style website, which is the most popu- detection [7], we assume that all the speeds are generated by
lar microblogging service in China. We collected a networkfive Possion distributions corresponding to the five statees)
of 88,626 users with 27,080,987 posts and 264,799 edges. B@hich burst state a user is in depends on which Possion-distri
sides, we crawled all the users’ profiles which contain gendebution gets the highest probability for ffier speed. The prob-

2. Data Collection and Preprocessing

and verification status. ability of observing a speedis defined as:
Intuitively, there are two kinds of users for attracting éot- et )

ers in Weibo, the first kind is the users who are already well p(vis) = v 3 1)
Lhttpy/www.weibo.com 2httpy/arnetminer.orpillboard AMinerNetwork



where{u1, u, us, 1a, us} denote the expected value of speeds e Structural diversity: Based on the structural density, the
for the 5 states. In detajls is the average speed of the top 20% structural diversity is how many circles that one user’s
highest speeds in the datasgitsis the average speed of the top friends with a certain burst state are involved. Similathwit
20%-40% highest speeds, and so on. structural density, StructureDiversjtgf userU; is the cir-

Our goal is to analyze the correlation between users’ burst  cle count of useU;’s friends with burst state 1.
states and users’ properties from both the diversity andiden
ty angles. Lek 1,...,t > be a sequence of timestamps with a Circles Analysis Due to the large scale of the online so-
particular time granularity (e.g., year, month, etc.). Bonet- cial networks, the circle always too big, which means thatsis
miner, since we have the Snapshots of all the usersfiardnt almost have a few number of circles. Since the two users’ dis-
time intervals, we use the properties in period from 1+d as ~ tance is farther than 2 hops always means that the connéstion
the base properties, and study the correlations betwegepro Weak between them, the tastes of these two users mayfbe di
ties changing front — 1 tot and the burst state in+ 1. Note  €nt. Similar to work [8], we mainly focus on the 2-ego network
that we use the burst state- 1 instead ot, the reason is that Of users (2-ego network means a sub-network formed by one’s
there is always a time lag between publishing papers and haféends and friends of friends). Note that we only use thgy@-e
new co-authors in the academic network. For the Weibo, dug€twork in the circle analysis, while the whole network isdis
to the lack of snapshot data in our dataset, there are only tw®' the burst state prediction. For the Weibo dataset, tigesed
time points< 1,t > for analysis. Fortunately, the time delay We use for analysis are reciprocal relationships, whichmaea
between preforming actions and attracting followers igsimo that the two users in one Edge follow each other. Figure §-illu
Weibo, we study the correlations between properties cingngi trates the correlation between the users’ average ciretrgity
from 1 tot and the burst state in values and their burst states. We can see from the figure that

There may be some zombies in the Weibo Dataset. Sincéle users who have high burst states always have more circles
many zombies may not have much followers, which cause theift means that big circle diversity value is helpful for usess
follower increasing speed low, we discard bottom 5% users bfttract new friends (or followers). In Weibo, an outlier et
counting their follower increasing speed. On the other handUsers in burst state 5, but their circle diversity is stilbab5.5,
some zombies (which are controlled by machine) may followand the circle diversity value of this state is bigger tharesf
each other in a short time which induce their follower insrea and state 2. So, you should make friends in more circles but
ing speed very high, so we also discard top 5% users by coun@—or}’t disperse too much if you want to attract more friends in
ing their follower increasing speed. Weibo.

For all observations, we calculate the confidence intervals Then we want to determine whether the circle density also

Most of the error bars in the following figures are based on 9504mpacts on the burst state. An interesting phenomenon is tha
confidence. we get totally diferent curves on the two datasets (which are

illustrated in Figure 2). In Weibo, users with very low or hig

burst state have a small density value. On the contrarysuser

with very low or high burst state have a big density value in
positions” et Arnetminer.

3.1. Structure Based Analysis

Structural information reflects the users

social network, which is an important factor for attractimgy The explanation of the phenomenon is that, researchers in

friends. In this section, we study the correlation betweaics  Arnetminer with burst state 5 have bigger circle diversitga

tural properties and burst states. circle density, which means that friends of these reseasche
Circle Based Definition: The definition of circle is the same are in more circles and these friends have “strong” conoesti

as [8], which is a group of interconnected people. (with more edges in these circles). These properties apdiiel

for building their reputation, so they always have a highsbur
» Circle diversity: Intuitively, the higher number of the Cir-  iate  Meanwhile, researchers with burst state 1 have fewes
gle count, the richer the dlvetS|ty of the user's online abci jrcles but bigger circle density, which means that theyfare
I|fe. The.refore3 we use the circle count of a user to de”m%using on specific topics and their willingness to coopesétfe
higher circle diversity. others is low, leading these researchers’ burst states limabe
Conversely, Weibo is a more “open” platform, in which user-
s focus on more areas. Low circle density means the group is
more “open” for the newcomer [9]. So the users with bursestat
5 have a small circle density value. But the users with btast s
Structure Based Definition: 1 not only have small circle density value but also have small
circle diversity value (they have less circles), so theilitgtof
e Structural density: We define the structural density of attracting new followers is poor.
a user as the number of fier friends with a certain Structure Analysis: Here we want to identify whether a
burst state, then we have five structural densities for evusers’ friends’ burst states impact on/hisr friends increas-
ery user as we have five burst states. For example, thiag speed. We calculate the average speeds of users who have a
StructureDensityof userU; is the number of friends with  certain amount of friends in a certain burst state. Figuti§-i
burst state 1 of used;. trates the results, where x axis is the number of users’dgen

e Circle density: The circle density is defined as the sum
number of edges in all circles of a uselivided by higher
circle count.
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Figure 3: Structure Density Analysis of fBérent Burst StatesNote: (1) Error bars represent 95% confidence intervals. (2) wp Keeusers who have more than
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in a certain burst state, and y axis is the average friends irpeople’s intuitions: if a user have more friends whose fit®en
creasing speed of the users. The figures show that, with thacrease quickly, hishe will have a higher friends (or follow-
increasing number of friends with state 5, the users’ averagers) increasing speed. Meanwhile, if a user have friends who
speed increases. In contrast, with increasing numbereidri  attract friends (or followers) slowly, the user’s friendsieas-
with state 1, the average speed decreases. The results matah speed will be low. This is what we often sayBifds of a
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feather flock togethér whereN,, is the number of contents (papers or tweets) of
Furthermore, we test whether a user’s friends ffedent cir- U, Wy is the length of conterk, and p(wk) is the proba-
cles impact on the friends increasing speed of the user. We bility of n-th word of contentw.
firstly focus on users’ friends with a certain burst statel tren ) o ) )
calculate the average speeds of these users when thesisfrien T0PIC Based Definition: For the Ametminer dataset, since
are in diferent circles. In Figure 4a and Figure 4c, the bursth€ topics have been investigated as a significant featufi-fo
state of the users’ friends is 4 and the friends counts aiediar €rature contents for a long time, we utilize the unsupedvise
from 5 to 2, then the average speeds of users whose friends arPA (Latent Dirichlet Allocation) [11] to discover topicsive
in different number of circles are calculated. For example, ifMPpirically train a model with 100-topics using the abstsad
the last cluster of Figure 4a, these users totally have fdde all the papers. For the Weibo, que to the short lengths of user
with burst state 4. The first column is the average speed séthe S’ POSS, it's hard to extract their topics, so we use hashtag
users when their five friends with burst state 4 are in 5 circle d€note the topics of contents.
Similarly, the second column is the average speed of these us
s when their five friends are in 4 circles, and so on. Figure 4b
and Figure 4d show a similar analysis, where the burst sfate o
users’ friends is 5.
For Arnetminer, the results are shown in Figure 4a and Figure
4b. We can see that when the users’ friends are in less circles
the average speed is bigger. For example, in Figure 4a, ibh mos

e Topic diversity: Due to diferent definitions of topics, we
have the dierent topic diversity definitions for the two
datasets. For Arnetminer, similar with [12], the topic di-
versity of useu; is defined as:

of the time, when these friends are in less circles, the users o 1 S [TI=100

average speed is bigger. This phenomenon is more obvious in Diversity(u;) = N

Figure 4b. The users in the last cluster have totally 5 friend YL ket _

When these 5 friends are in five circles, the users’ averaggdsp —p(topiaqd;) + logp(topiadd)

is the smallest; however, when the friends are in one citiote, 3)

users’ average speed is the biggest. Therefore, collabgrat
W|th authors WhO ha.Ve h|gh bUI’St state in one Cil‘Cle iS hélpfu Where Nui is the paper count Of user (WhO pub“shed
for building the reputation. Ny, papers in total)d; is one paper published hy, and
For Weibo, we get dierent observations. We can see from p(topiad;) is probability of thek-th topic ford,.

Figure 4c, when the users’ friends are in more circles, the av
erage speed is bigger. There is an interesting phenomenon in
Figure 4d, for the 5 friends with burst state 5, when theileir
count is big or small in the two extremes, the users have a high
average friends increasing speed, but when their circlaitcou

For Weibo, topic diversity is the defined as the number of
hashtags (if a hashtag appears in several tweets, we only
consider its contribution to topic diversity as 1).

¢ Topic density:For Arnetminer, similar with [13], we de-

is at the “middle” level, the user’s friends increase slowliis fine the topic density as the average cosine similarity for
suggests that making friends with high burst state all inamee the distributions of every unique paired combination of us-
or making friends with high burst state scattered in morasire er's papers. For Weibo, according to the special topic def-
are both helpful for attracting followers in Weibo. inition of Weibo, if two tweets contain a same hashtag, we

) draw an edge between them. And the topic density is de-
3.2. Content Based Analysis fined as the total number of edges divide by/'és topic
It is a basic way for users to use words to impress their re-  counts. Consequently, a user’s contents have bigger topic
search findings (or opinions), which may enhance their capa-  density means that the user’s contents are maeasing
bility of attracting new relationships. Moreover, we uspito on some certain topics.
model (or hashtags) for semantic understanding of the paper
(or Weibo posts). In order to find the correlation betweem-use ~ Diversity Analysis: Figure 5 shows the correlation between

s’ burst states and content features, we introduce thesfioltp ~ Word diversity and burst states. We can see that, with the in-
definitions of content features. creasing of word diversity, the user’s burst states upgrdte

Word Based Definition: means that, more diverse usage of words leads to higher speed
of attracting friends (or followers).
» Word diversity:We use information entropy [10] to evalu-  Figure 6 shows the analysis of topic diversity, from where
ate the diversity of a users’ words. Specifically, the wordwe can see that, the average topic diversity grows with tihetbu

diversity is defined as: states. Therefore, topic diversity is also helpful for fide (or
followers) increments. That means, when a Weibo user’s con-
N 1 tents cover more topics, Higer speed of attracting followers
Diversity(ui) = N Z Z will be faster. For the researchers, publish papers in measa

Y L=t is helpful for getting more co-author relationships.

—P(Win) * l0g p(Win) Density Analysis: For Weibo, Figure 7a illustrates the cor-
(2) relation between the topic density and the burst states ibdVe
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It shows another perspective on topics: a higher topic tiensi totally different observation: the users with higher burst state

is helpful for followers increment. It demonstrates thatau

have lower topic density. It means that users should publish

want to attract more followers in a short time, you should “fo papers on more topics in order to attract new co-authorsrfast

cus” on some topics. For the Arnetminer, Figure 7b shows a
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4. Partially Labeled Ranking Factor Graph Model Problem: Friends Increasing Speed Ranking: Number of
friends (or followers) is an important factor in social netk,
Based on the observations in section 3, our goal is to desigand analysis of friends increasing speed can benefit segral
a model which can rank the friends increasing speed of usefgjications. For example, in Weibo, the users who get friends
by incorporating the properties of structural and contea#ed  fast are often costfective than users who already have a large
information into the network. In this section, we describe t number of friendS, because when we know which users are get-

details of the proposed model. ting friends fast, we can use these users as seeds for pragmoti
o a product or spreading messages. For the ArnetMiner, gettin
4.1. Problem Definition friends fast means the researchers are active, which casebe u

In this subsection, we define the concept of partially lahele in academic social recommendation. _ .
network and present the formal definition of friends inciegs ~ We now describe the basic model of Friends Increasing
speed ranking in the social graph. Speed Ranking: Let 1,...,t > be a sequence of timestamp-

Definition: Partially labeled network: Given a social net- S With a particular time granularity (e.g., year, month,.)etc
work, a partially labeled network B(V*-, VY, E, X), wherev:  G'(V-, VY, E, X) is a partially labeled network, in which the
is a set of users whose friends increasing speeds are laeled Users may have fierent friends increasing speeds. The task of
VY is a set of unlabeled users, wh&fe= V- U VY and|V| = N friends increasing speed ranking is to find a predicativefun
is a set of users anl c V x V is a set of relationships among tion such that we can get the speed ranking list for usersie i
them.X is aNxd attribute matrix with the element indicating ~ t+ 1 using their properties changing frdm 1 tot:

ith e ,
thej attrlbgte of.user/.. . . . o f1(GL..,GY — Yt (4)

Our goal is to infer a friends increasing speed ranking list
of all usersV based on the attribute matri and their exist-  whereY"! = {y1, y», ---, ynj} is a set of inferred results for users’
ing relationships. More specifically, we are concerned With  probabilities of friend burst at timeet 1. In this graph, We split
following problem: users into two sets according to their friends increasiregdp.



joint distribution overy according to Hammersley-@&ord the-
orem [15] as:

p(YIG) = [ | Fln. XOH (i N (5)

The two kinds of factors can be instantiated iffelient ways.
In this paper, we use the exponential-linear functions arip-
ular we define the attribute factors as

1
F(y %) = 5 exp Z Zak fi(yi, %) (6)
i=
Figure 8: Partially-Labeled Ranking Factor Graph Model. whereq; is the weight of the attribute feature functiahis the
dimension of attribute; andZ, is the normalization factor.

. o Similarly, we define th lation fact :
The half part of users in the set with higher speeds are ldbele imiiarly, we define the correlation factors as

as 1 and others as 0. The predictive function outputs a piiebab Hv. N(vi)) = 1 (Vv 7
ity p(1v;) for users who have higher friends increasing speed. O NG)) eXp Z’B" 1) )
Thus, similar to [14], the friends increasing speed rankirap-

lem turns into ranking the probabilitg(Y**! = 1|GL,...,G!) of =~ Where functionh(y;, y;) could be defined as several functional
all users. types. In the experimental section, we compare some widely

From the model we can see that: our model based on "patised functions, such as indicator function and maximum-func

tially labeled networks” use the contents and structurappr-  tion etc.

ties before a period of time to predict the users speed ahgett

friends in the later period. This is useful in some scenafims ~ 4-3. Parameter Learning

example, when we know the researchers’ changing of proper- The key issue of PLR-FGM learning is to estimate the param-
ties inty to t, and part of users’ follower increasing speed,in  eter configuratioft = («, 8), which can be learned by maximiz-
to t3, we can predict the rest users’ increasing speeds o ing log-likelihood of the labeled nodes. The joint probiil

t3 "without” getting the properties of these users. Getting th defined in Eq.(5) can be written as:

properties of these users in a time interval (suchpdse t3) is

N d
always time consuming (such as obtaining all friends in Arne p(YG) = = exp Z arfi(Yi, X1 Z Biihty.y)) (8)
Miner needs to traverse all the papers of one user). =S ' '

ajEE

g;€E

whereZ = 7,73 is a normalization factor.

To calculate the normalization factor Z, we need to sum up

Based on the above intuitions, we propose a partially-&el the likelihood of all possible states of all nodes includinda-
ranking factor graph model (PLR-FGM), which is shown in beled nodes. However, as we already shown, the graph model
Figure 8. In the model, every useris modeled as a node in the is partially labeled. To tackle this problem, we use the mod-
graphical model, in which the count of nodes in the mod&l is el trained by labeled data to infer the unlabeled nodes.YLet
and the relationships of nodes can be modeled as the relatiodenote a labeling configuration inferred from the known labe
ships of users naturally. Eaehhave a corresponding variable Y. Then, the log-likelihood objective functiaiis defined as:
nodey;. Since the graph is partially labeled, the nodesét
PLR-FGM can be divided into two subseéts andYV.

The model tries to capture two kinds of information. The first 0(6)
kind is the attributes associated with each user, whicluiel
the attributes of users’ profiles, users’ structural andtemta

4.2. Framework

log Py(Y|G)

N d
Z Z ax Vi, Xik)

based information described in the Observation sectiahtlan i=1 k=1
second kind is the relationships between users. Specyfiva! + Z Biih(yi,yj) — logZ (9)
define the following two types of factors: &jcE

o Attribute factors: Ky, X;) represents the posterior proba- We use gradient decent to solve the objective function.
bility of nodey; given attributeX;. Specifically, the gradient of each unknown parametevith
respect to the objective function is written as:
e Correlation factors: Hy;, N(yi)) denotes the correlation
influence between the relationships, whil(g;) is the set

. . N d
of correlate relationships . 30(0) a(lzl kzl a fi(Yi, Xix)) slogZ
1=1k=

Given a partially-labeled networs = (V-, VY, E, X), by Oar 06 T
integrating all the factor functions together, we can defiree E[ fi(yi, Xi.k)] = Evpye [ Wi, Xi k)] (20)
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As the social network graph structure in PLR-FGM can be ar- Table 2: ANOVA Test of Structure and Content Features

bitrary and may contain circles, it is intractable to obthia ex- Arnetminer Weibo
act solutjon of the Eq.(10) usiqg exact inference methodb su Method EVal- P EValue | P
as Junction Tree [16]. Alternatively, we use Loopy Beliedir ue
agation (LBP) [17] to approximgte 'Fhe solu'gion. .Specif'yz;a'll Circle Diversity 736.91 0 5601.83| 0
we perform the LBP process twice in each iteration, one time¢——cia Density 439 00015 4558 | 0
for gshmatmg the margmal prob.qbll|p(Y|G) and the other for StructureDensity | 15.41 0 4878510
estimating the posterior probabilip(Y|YL). We then calculate StructureDensiy | 11.05 0 798.46 | 0
gradient and update each parameter with a learning;rafbe StructureDensity | 0 9'5 04802 608.25 0
learning algorithm is summarized in Algorithm 1. Note thiat a StructureDensiy 2'13 0'0244 722'18 )
gorithm 1 only illustrates the learning algorithm fer as the StructureDensit 1'29 0.2386 703'15 )
learning forg is similar toa by only replacing thef functions . 'y ’ ’ :
with the h functions. StructureDiversitys | 2.6 0.0363| 17.12 | 5e-13
StructureDiversity, | 0.99 | 0.3982| 75.47 | O
Algorithm 1 Parameter Learning of the PLR-FGM Model StructureDiversitys | 4.98 | 0.0007| 146.39 | 0
Input: partially labeled network, learning rate; StructureDiversity, | 10.59 | 0.0011| 878.38 | O
Output: learned parametets= ({a}) StructureDiversitys | 3.99 0.004 | 3154 | O
StructureDiversity, | 3.09 0.0264| 62.64 | O

1: procedurelL G, - =

> P InitiaIizeijNING( ) StructureDiversitys | 8.91 0.0001| 260.22 | O

3' repeat StructureDiversity, | 4.5 0.0339| 858.2 |0

4 CalculateE[ fi(yi, x.,)] using LBP; Contfant I-Diver.sity 128.22 0 3439.54| 0

5 CalculateEYm[fk(yi, Xi,k)] using LBP; TOpIFJ DIVGFS'Ity 41.24 0 990.35| 0

6: Calculate the gradient af according to Eq.10: Topic Density 155.11] O 2251 | 0

7: Vo = E[fk(¥i, %] = Byt [flyi, %]

2 ;dea:teatrl]defsravm.eterwnh the learning rate: 5.1. Significance Test

10': until rgv)nvecr)gence “ We use ANOVA to test the significance of the structural and
11: return a contents-based properties in the observation sectionle Tab

12: end procedure lists the results.
In Table 2, StructureDensityneans that we test the corre-

lation between friends increasing speeds and structursi-den
Model Inference: With the learned parametessands, we  ty values of users when they haveffdient count of friend-
can infer users’ friends increasing probabilities. Spleciwe s in burst stateé, StructureDiversity; examine the correlation
can predict the label configuration which maximize the jointpetween friends increasing speeds and structure diversity
probability: ues (i.e., their circle numbers) for users who haviiends
with burst statd, for example, StructureDiversiy controls
the users who have 4 friends with burst state 5.

Then the loopy belief propagation is used again to compute From Table 2 we can see that, most of the features are sig-

the marginal probability of each nog#y;|Y‘). Similar with mﬁc;nce at the? N OS(t)5 vaellgl‘or Arnetrr:melg Bqt thedre
work [14], we solve our friends increasing speed rankindpro are (nree exceptions. Structure en§@truc ureDensityan
lem by sorting the probabilitp(Yt = 1/GL, ..., G') of all users StructureDiversity,4. We found that the instances count we use

s g : : L let e for testing are 20, 41 and 117, respectively, which is smalle
and the users’ friends increasing speed ranking list isiodta 2
gsp g than other features such as StructureDeggityhich has 2295

Y* = argmaxRY|G) (12)

accordingly. .
gy instances. We found that, the features can pass the test when
they have enough instances (more than 200). For Weibo, all of
5. Experimental Results the features are significant at the lewet 0.01.

In this section, we conduct several experiments based on tHe2. Experimental Setup
partially labeled ranking factor graph model to evaluate th  The datasets we used for experiments are listed in Table 1,
effectiveness of the structural and contents-based propertieand we randomly choose 10% users as our test dataset, the rest
Firstly, we use the One-way ANOVA (analysis of variance)][18 90% as our training dataset.
to test the significance of our observations; then we prekent Evaluation Metrics: We quantitatively evaluate the perfor-
performance of the comparative methods and our model. In thenance of ranking lists using a normalized discounted cumula
case of PLR-FGM, we conduct analysis on the feature contritive gain measure (NDCG) [19], which is computed as
bution§ and iteration performance. As the ranges of thefeat 1P e g
are quite diferent, when we perform the experiments, we nor NDCG, = (12)

malize all the features to the range [0,1]. N i log,(i + 1)



whereN is the normalization constant so that a perfect ordering.3. Ranking Performance Analysis

gets the NDCG score 1. Note that, as the probability is centin . .
uous, it is not suitable for the NDCG metric. We evaluate the Performance Analysis: Table 4 lists the performance com-

NDCG by burst states which is defined in Section 3repis parisons for inferring friends increasing speed rankisig lwith

the burst states of User different methods. As Ranking SVM and Coordinate Ascen-
Factor Definition: Based on the observations in Section! ¢@n not capture the correlation factors, in Table 3, PLR-

3. we define factors for the PLR-FGM model to derive users™CM only uses all the attribute factors, without correlatiac-

friends increasing speed ranking list. The attribute fecton-  tOrS- We can see that even with the attribute factors only, ou

tain three types of features. The first type of features asedba PLR-FGM method consistently outperforms other compagativ

on the user's basic information, hence gender and verigicati Methods. It achieves the best performanc&lBCGyoo. For

status are used for users in Weibo and h-index used for authotVeibo, the model gets 20.03 & 6%) increment compared

in Arnetminer. The second type of features are the structurd"ith Ranking SVM and outperforms Coordinate Asce0t09

properties of users and the third type of features are conten(¥ 20%) &INDCGuoo. For Ametminer, our model getst0.05
based features. (= 10%) increment compared with Ranking SVM and outper-

Besides these features that can be used in other ranking mot@'ms Coordinate Ascert0.1 (~ 22%) atNDCG,o. In other
els such as Ranking SVM, considering the relationshipserfus NDCGmetrics such abl DCGsoo, NDCGioo0, 0ur method also
in the social network are important, we also introduce dafre Nave & better performance than other models. .
tion factors which are incorporated into our model. As we de- Feature contribution analysis: We perform an analysis to e-
scribed in subsection 4.2, the correlation factor functioan  Valuate the contribution of ffierent features defined in the mod-
be defined as several functions types. We define three types 8S- Note that as the users’ attributes (gender and verdicat
correlation factor functions: status) only denote the user type, it is meaningless for tgm

el to use the user attribute features only. So using the user-
e Indicator Function: ify;,y;) = 1, if y; andyj have arela- s attribute features as a basement, we test the perfornmince
tionship, then the value of the function is 1. PLR-FGM with structural features and content-based featur

e Burst Maximum  Function: o)) _  respectively. Figure 9 illustrates the performance of telef

. . with different features.
max{Statg,Statg,}, if y; and y; have a relation- . G
ship, then the value of the function is the bigger burst state Frpm Figure 9 We can see that, For We|po, in BBC G100
betweery; andy;. metric, the model with content features achieves the bekipe

mance. Which means that, “good” content features (higtctopi
e Burst Djference Function: fy,y;) = abgStatg, —  and contentdiversity) is more useful than other featureghie

Statg,), if y; andy; have a relationship, the value of the users who want to achieve a high burst stateN DCGsoo and
function is the absolute value of thefidirence betweeyn’s NDCGipoo metrics, content features are also more important
andy;’s burst states. than structural features, and the model with all features pe
) ) ) forms better than the model only with the content featuras. |

specially, Table 3 lists all the factors we used in our PLRFG 00 metrics, both the content-based features and thetusal

model. features are helpful for the model. This means that, for feeu

Comparative methods: Given the partially labelled input | 120 “NOT” in very high burst states, the structural feesu
networkG, we can construct a training dataset with the labelledg 5154 helpful for attracting new friends (or followers).

nodesVt = {(Xi, ¥i)i=1...n}» WhereX; is the feature vector asso-
ciated with usew; € V-, which is composed of attribute factors
listed in Table 3. In this way, some alternative ranking rodth
can also be trained and to predict the results of users’dsen
increasing speed ranking lists. We compare the performaince
our approach with the following methods:

Ranking SVM [20]: it is a widely used pair-wise ranking
model, which treats every two pairs of samples as one instanc
and trains a classification model to predict which instareesh
a higher relevant score. When all the pairs are orderedighe |
of instances is ordered. We use the LIBLINEAR package tofa
implement the Ranking SVM [21].

Coordinate Ascent [22]: it is a list-wise ranking model,
which is a linear feature-based model that uses supervisied t
ing algorithms to directly maximize the evaluation metuicls
as NDCG. We use RankLilto implement the Coordinate As-
cent algorithm.

For Arnetminer, in all metrics, the model with all features
get the best performance. In thedDCG; oo metric, the result is
similar to the Weibo dataset, where better content featesss
to higher burst state. However fidirent to Weibo, in all met-
rics of Arnetminer, the structural properties are also ingout
factors. We can see iNDCGspg and NDCGy o9 metrics, the
structure is even more important than the content. As desdri
in the observation section, “good” structure in both denaitd
diversity angles is helpful for constructing cooperations
Correlation factor contribution analysis: The correlation
ctor functions are added to PLR-FGM with all attribute-fac
tors. Figure 10 illustrates the results of PLR-FGM witlffeki-
ent factor functions.

For the Weibo dataset (which is shown in Figure 10a), the
model with the Burst Maximum Function has the best perfor-
mance. TheNDCG,qg value is 0.6244, so the PLR-FGM with
Burst Maximum Function achieves).096 & 18%) compared
with PLR-FGM without correlation factolBLR-FGM (only At-
3httpy/people.cs.umass.etdangranklib.html tribute Factors) Besides, the model achieves@.126 & 25%)

10




Table 3: Factor Definitions in our PLR-FGM.

Factors Weibo Arnetminer
User Gender 1 for male and 0 for female -
Attribute Attribute Verified 1 for verified and O otherwis¢g -
Factors h-index - value of h-index
citation - total citation count
Circle Diversity #circles
Structural Circle Density #edges in circlggcircles
Features Structural Density #friends with diferent states
Structural Diversity #circles of friends with dferent states
tweets count #tweets #papers
retweet ratio #retweeted tweetgall tweets -
positive words usage #positive wordg#total words -
Content . .
negative words usage #negative word#total words -
Features - . - -
Content Diversity information entropy
Topic Diversity #hashtags described by Eq.3
Topic Density #hashtag arcs cosine similarity of topicsg
: Indicator Function h(yi,yj) =1
E;);;glrasltlon Burst M.aximum Functi.on h(yi,y;) = max{Statg, Statg, }
Burst Difference Function h(yi,y;) = abgStatg, — Statg,)
Table 4: Ranking Performance Comparison off@&ent Methods
Method NDCG Value for Weibo | NDCG Value for Arnetminer
100 500 1000 100 500 1000
Coordinate Ascent 0.4372| 0.3826| 0.3625| 0.4499| 0.4901| 0.4637
Ranking SVM 0.498 | 0.4316| 0.4450| 0.4952| 0.485 | 0.4654
PLR-FGM (only Attribute Factors) 0.5282| 0.5019( 0.4819| 0.5468| 0.5309| 0.5121

I PLR-FGM (Structural Features) I PLR-FGM (Structural Features)
0.581 ] [ 1PLR-FGM (Content Features) |4 0.581 [C1PLR-FGM (Content Features) |4
I PLR-FGM (All Attribute Features) I PLR-FGM (All Attribute Features)

05F

NDCG Value
o
2
NDCG Value

[ 4 [
NDCG100 NDCG500 NDCG1000 NDCG100 NDCG500 NDCG1000
NDCG Metric NDCG Metric

(a) NDCG Values of PLR-FGM With Different Features (b) NDCG Values of PLR-FGM With Different Features
for Weibo for Arnetminer

Figure 9: NDCG Values of PLR-FGM With Berent Features

increment compared to Ranking SVM and-@.187 & 42%) el with Burst Maximum Function performs better than other
increment compared to Coordinate Ascent (which are ligted i models with diferent functions. Surprisingly, the BurstfEr-
TABLE 4). In other metrics, the PLR-FGM with Burst Max- ence Function has an oppositéeet on the performance. One
imum Function also performs better than other models. Theossible reason is that, when two users have the same burst s-
reason is that Coordinate Ascent and Ranking SVM ignore thiate, the value of the burstftérence function is 0, so the PLR-
relationship information between users, which is appraeed FGM will ignore the relationships between users, which lead
be crucial for the analysis. Our PLR-FGM uses the burststateto the graph sparse. Moreover, as we described in the Obser-
as the correlation factors to model the relationships, Wigc vation section, a user’s friends burst states have influence
more reasonable than other methods. his’her burst state, but the usage of thffatience between two

. . users’ burst states will reduce the influence. Besides rithie-

For the correlation factor functions, we can see that, thé-mo
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tor function does not perform well in the Weibo dataset eithe model can be converged in several hundred iterations. In con
The reason is that it considers all the influence betweerseser trast, for some pair-wise algorithms (such Ranking SVM), it
qually as 1. The Burst Maximum Function not only models theneeds to construct instances of every two users, which exluc
relationship of the true social network, but also considees a large datasef\{| = |V| nodes). Therefore, the time cost of our
biggest influence between the users, so this correlatiadnrfac model is more time-saving compared with them.

is indeed helpful for the PLR-FGM model. We can also know

from here, friends with high burst state are important faras 6. Related Work

to attract new followers.

For the Arnetminer (which is shown in Figure 10b), more ob- In recent years, there are some researches about the social
vious results are shown. The model with Burst Maximum Funcnetwork analysis have been conducted [23, 24, 25, 26]. More-
tion performs best. ThBIDCG; Value is 0.6795. It achieves over, there exist some analysis on relationships of onticéis
+0.132 & 24%) compared with PLR-FGM without correlation network [1, 2, 3, 4, 5]. Golder et al. [1] analyzed two struatu
factorsPLR-FGM (All Attribute Factors) Besides the model characteristics, transitivity and mutuality and propoaduer-
achieves a+0.184 & 37%) increment compared to Ranking archical regression model to predicted the tie formatiowmak
SVM and a+0.229 & 51%) increment compared to Coordi- et al. [3, 4] analyzed the structural properties and actiand
nate Ascent. Moreover, the PLR-FGM with Indictor function studied the unfollow behavior. Liben-Nowell et al. [2] déve
which simply models the relationship between users alse peoped approaches for link prediction based on measures of ana
forms better than the PLR-FGM without correlation factors.  lyzing the “proximity” of nodes in a network. Hutto et al. [5]

From both datasets, we can know that, the relationshipgof thfocused on finding which factor is powerful on followers iacr
users are indeed helpful for prediction. For the relatigmsfh ~ ment. They conducted the analysis on a dataset which centain
we consider the maximum influence between users, the modBD7 users, and proposed a model for predicting the count of
performs best. It means that, one user’s friends increagiegd  followers’ increment. But the correlation between magaéu
is highly relevant to his friends with high burst states. tieo of structural and content factors and the followers indreps
user wants to get more friends in a short time/she should speed has not been studied. Our aim is finding the users with
make more friends with high burst states. high followers increasing speed, and we propose our asalysi

Iteration performance: As there is an iteration in the PLR- from diversity and density angles. Besides, we build thé+an
FGM model’s learning process, whether the learning algorit ing model on a large data sets.
can converge is an important issue for the model. In order to Ugander et al. [27] studied the structural diversitieet in
evaluate the converge performance of the model, we choese tlsocial contagion. Inspired by their work, we propose the di-
model which has the best performance above: PLR-FGM (Atversity analysis of structure. Moreover, we extend the ephc
tribute Factors+ Burst Maximum Function) as the example to of diversity to the content, and propose the PLR-FGM ranking
show the NDCG value of every iteration. model based on both structural and content-based divensity

Figure 11 illustrates the iteration performance. Note thadensity angles.
when the iteration count is 0, we randomly change the index Meanwhile, factor graph model [28] was widely used in the
of users in the perfect (where users are descendingly sortexhalysis of the social networks, Zhuang [29] and Tang [36} pr
by their burst states) ranking list, then we calculate thedD posed partially labeled factor models for supervised liegrn
value, we totally run 10 times and get the average value. Fawhich are used for social relationship mining. They denete r
the Weibo dataset we can see that when the iteration numbkationships of users as nodes in the graph, and classified the
is more than 100, the NDCG500 and NDCG1000 values tendode into dfferent relationship types.
to be stable. When the iteration number is more than 150, the As an important application of friends (or followers) analy
NDCG100 value tends to be stable. The speed of the NDCG10sis, research of social influence is a hot area, where caasilde
value becoming stable is slower than others, but it becomes svorks have been conducted. Several works [31, 32, 33, 34] fo-
mooth in a small iteration numbers. For the Arnetminer dgttas cused on verifying thefeect of social influence. For example
all the NDCG values become smooth after 150 iterations. Anagnostopoulos et al. [31] proposed a flautest to examine

There is a phenomenon that all tNeEDCG values shock a the existence of social influence. Bakshy et al. [32] conefict
little, this is because the social network graph structaf@RP-  randomized controlled trials to identify th&ect of social influ-
FGM are arbitrary and contains circles. When we use the loopgnce on consumer responses to advertisement. Bond etl. [33
belief propagation to calculate the marginal probabditithe  used a randomized controlled trial to verify the social iafioe
probabilities of some nodes can not converge. But tifiedi  on political voting behavior. Crandall et al. [34] have deve
ence between thBIDCG values is small. So it can reach a oped techniques for identifying and modeling the interati

“relatively” stable value and have a good performance. between influential users for user selection using data form
Time Complexity: Our learning algorithm is based on line communities.
Loopy Belief Propagation whose complexity @2 = E), in There are lot of works on quantifying the social influence,

which E is the count of edges. Since the learning of our modelTang et al. [35] presented a Topicaffihity Propagation (TAP)
needs an iteration, the time cost is related on the iteratbom-  approach to quantify the topic-level social influence irgéar
t. From the iteration performance analysis (which is déstti  networks. Saito et al. [36] measured the pairwise influerce b
in the "Iteration Performance” subsection), we can seedhat tween two individuals based on the idea of independent dasca
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Figure 10: NDCG Values of PLR-FGM with Berent Correlation Factors.
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Figure 11: NDCG Values of PLR-FGM with Berent Correlation Factors.

model. Shuai et al. [37] studied the indirect influence usireg  of mouth”. P. Domingos [45] built a probabilistic model tomai
theory of quantum cognition. Belak et al. [38] investigated]  the spread of influence for viral marketing, and they proved t
measured the influence between two communities. Myers ehodel to be NP-hardness. Chen et al. [46] develogicient
al. [39] proposed a probabilistic model to quantify the exé¢  algorithms to approximately solve the influence maximizaati
influence out-of network sources. Goyal et al. [40] presgnte problem. In the influence maximizing problem, the cost ofisee
a method to learn the influence probabilities by counting thaisers who already have more friend (or followers) are always
number of correlated social actions. Tan et al. [41] progase high, instead, with our method, finding the seed users whio wil
model to track the user’s action based on theas of influ-  get friends fast in the future maybe a more cd&éative solu-
ence, correlation, and uses action dependency. Li ea gl. [42on.
tried to study the interplay between influence and individua
conformity. Zhang et al. [8] proposed the concept of social i 7 c :
. : . . Conclusion

fluence locality and used a large microblogging network to s-
tudy how users behavior is influenced by close friends irthei  |n this paper, we study a novel problem of identifying and
ego networks. Tang et al. [43] focused on conformity inflleenc quantifying which factors cause users’ friends (or follosje
They defined several types of conformity factors, and used thnumber increasing fast. Focusing on the friends increasing
factor model to solve the problem. As the friend (or follog)er speed, we analyze the properties of structure and contmt fr
number is an important factor of social influence, our wonk ca the diversity and density angles and get some interesting ob
benefit these social influence analysis and help to find whetheervations from two typica| social networks — a microb|0g-sy
one user can become an influential user fast. tem (Weibo) and an academic network (Aretminer). We an-

Some other works are about maximizing the spread of inalyze the observations and conduct statistical evalusatidve
fluence through a social network. Kempe et al. [44] found &ormally define the friends increasing speed ranking proble
small number of influential users to adopt a product to tnigge in a semi-supervised framework, and then propose a pgrtiall
large cascade for further adoptions through thieat of “word  labeled ranking factor graph model (PLR-FGM) to infer the
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ranking list of friends increasing speed of users. Two kind{12]
s of factor functions are defined in the model. The attribute
factors are used to represent the properties of users’ msnte
and structure. The correlation factors are defined to capher |13
users’ relationship in the network. We then use the loopy be-
lief propagation algorithm to calculate the marginal piibity,
and propose a gradient decent to learn model parameters. Ex?!
perimental results show that the proposed method outpesfor
several alternative methods.

Understanding which factor havefects on attracting new Hg}
friends (or followers) fast is important for several apptions
of social networks. The problem represents a new research di
rection in social influence analysis. For future work, itivaié
interesting to study how fferent types of social ties impact on
the users’ friends burst. Studying the users’ linguistiaraes
is also a intriguing direction. And for our proposed model, a
more dficient algorithm (such as parallel algorithms [47]) will
be considered to learn the parameters.
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