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The Prediction of Venture Capital Co-Investment
Based on Structural Balance Theory

Zhiyuan Wang, Member, IEEE, Yun Zhou, Jie Tang, Senior Member, IEEE, and Jar-Der Luo

Abstract—Venture capital (VC) is of great importance to high-tech industry and network economy since many high-tech firms benefit
from VC, especially when they are in their infancy, such as Google, PayPal, and Alibaba. Over 80 percent of the VC investments are
related to at least two investors and so co-investment is an important phenomenon in the VC market. However, it is challenging to
predict future co-investments due to the complexity and uncertainty of VC behavior. In this paper, we formulate the problem of co-
investment prediction into a factor graph model incorporating structural balance theory. We design a large number of features from the
perspective of both domain knowledge and social network, and select prominent features by group Lasso. In this paper, we introduce
two new investment datasets for the study of VC. Experiment results demonstrate that the proposed model significantly (+9% in terms
of accuracy) outperforms the baseline methods. It is shown that only the top 10 features selected by group Lasso (e.g., nationality,
number of common neighbors, betweenness, shortest distance, investor type, number of invested fields, and Jaccard similarity of
invested fields) can explain the formation of the VC network quite well (around 90 percent in terms of accuracy). In addition, we have
some interesting findings. For instance, in the VC network, the co-investor of my co-investor tends to be my co-investor; VC pairs from
the same country, of the same investor type, with short distance, with more common neighbors or with appropriate Jaccard similarity of
invested fields are likely to co-invest; VCs of large betweenness or of a large number of invested fields have advantage in the VC
network; investors of Asian countries, especially of China, are more likely to have social relations than other countries.

Index Terms—Venture capital, co-investment, prediction, factor graph model, group lasso

1 INTRODUCTION

VENTURE capital (VC) is financial capital provided to
early-stage, high-potential, growth startup firms. VCs
are unsung heroes behind high-tech firms, such as Google,
PayPal and Alibaba, especially when the firms are in their
infancy. Without VC, high-tech startups will suffer from a
shortage of funds and business directions, and so more and
more importance has been given to VC in the era of infor-
mation technology and network economy.

High-tech industry routinely acknowledges that commu-
nities knit together by networks of social relations are essen-
tial for the development of the industry, and emphasizes
that VCs hold central positions in these networks [1]. Based
on the statistics on the free online CrunchBase dataset (cf.
Section 3), 80.9 percent of VC investments are related to at
least two investors, thus co-investment is an important phe-
nomenon in the VC market. We cannot fully understand VC
behavior without a detailed exploration of co-investment.

In this paper, we study the problem of predicting
whether two VCs will co-invest or not in the near future,
given the existing VC network. This research is also of
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great interest to practitioners in the field of investment.
For instance, the study can help a VC manager to find co-
investors from a large number of candidates automatically.
However, due to complexity and uncertainty of VC
behavior, it’s challenging to accurately predict future co-
investments, and we address the challenges as follows.
First, what factors influence the formation of co-investment
relationships? Second, how to select a small number of fun-
damental factors that best explain the formation without
significant drop in performance? Third, how to design a
mechanism that incorporates social network theory affect-
ing the formation of co-investment relationships?

Co-investment has been studied for many years in sociol-
ogy and economics, such as [1], [2], [3], [4], [5]. Lerner [2]
studied the principle of who will be a good co-investor and
when to reconstruct a co-investment. Sorenson and Stuart
[3] studied the effect of geographic spaces on co-investment.
Based on 45 years of VC data from the US, Kogut et al. [4]
found several features that might have influence on new co-
investments. Powell et al. [5] studied four kinds of effects
on interorganizational collaboration. However, most of
researches dealt with a small dataset with at most hundreds
of VCs except [4], and they only explored a few features for
co-investment without detailed analysis of contribution of
different kinds of features. In addition, few works predicted
future co-investment with a unified model and presented
the performance of prediction.

Solution and contribution. In this paper, we formulate the
problem of co-investment prediction in the VC network and
perform a series of observations of the data. Based on the
observations and structural balance theory, we propose
a structural balanced factor graph model named SBFG to
predict the co-investment at time ¢ + 1, given co-investment
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Fig. 1. Investment and co-investment. The red person represents a VC,
and the blue box represents a startup. The line in (a) and (b) indicates
an investment. The solid (dashed) line in (c) and (d) indicates the past
(future) co-investment between VCs.

network of time span {1,¢{}. We develop an approximate
algorithm using loopy belief propagation (LBP) to effi-
ciently learn the proposed model. Experiment results dem-
onstrate that the proposed model SBFG significantly
(49 percent in terms of accuracy) outperforms the baselines,
i.e., logistic regression and SVM.

We design a larger number of features from the perspec-
tive of both domain knowledge and social network, which
cover most features that have been proposed in past litera-
ture, such as [1], [2], [3], [4], [5]. In order to gain both
interpretability of features and high accuracy, we select
prominent features by group Lasso. It is shown that only
the top 10 features selected by group Lasso can explain the
formation of the VC network quite well (it drops by only
0.18 percent in terms of accuracy compared with a total of
81 features), e.g. nationality, number of common neighbors,
betweenness, shortest distance, investor type, number of
invested fields and Jaccard index of invested fields. We
have some interesting findings by exploring the prominent
features, which can be used to explain investment behavior
in the VC market.

We introduce two new investment datasets for the aca-
demic community, which can be applied to the study of
data mining or social network analysis.

Organization. Section 2 formulates the problem. Section 3
introduces the dataset. Section 4 describes feature design
and feature selection by group Lasso. Section 5 presents the
observation of the prominent features selected by group
Lasso. Section 6 proposes the structural balance based factor
graph (SBFG) model and learning algorithm. Section 7
presents the experiment results and detailed analysis. Sec-
tion 8 further explores another dataset that focuses on the
startups in China. Section 9 reviews the related work and
Section 10 concludes the paper.

2 PROBLEM FORMULATION

In this section, we first give an illustration of investment
and co-investment, present the formal definition of co-
investment and then propose a formal description of the
problem. We formulate the problem in the context of VC to
keep things concrete.

TABLE 1
Information and Statistics of CRUNCH

Item CRUNCH (1984-2014)
Investment VC, Startup, Funded year, Round,
information Rasied amount

VC information
Startup information

Investor type, Location, Field
Field, Location

#Investment 90,282
#VC 18,716
#Startup 25,327

Fig. 1 shows the investment and co-investment in the
capital market. In Fig. 1a, the red person represents a VC,
the blue box represents a startup that gets funded, and a
line between a VC and a startup represents an investment.
VCs and startups are in heterogeneous spaces, which are
denoted by two plates in Fig. 1b. To simplify the network,
we consider the co-investment of VCs by adding a link
between two VCs that invest in a common startup in the
same year, as shown in Fig. 1c. Given the VC network in
the past, we’d like to predict whether two VCs will co-invest
or not in the near future, and the dashed lines in Fig. 1d are
new co-investments in the near future.

Definition 1 (Co-investment). We say that two VCs co-
invest in a given year, if they invest in the same startup(s) in
the year. Accordingly, they call each other co-investor.

The number of investments increases over time, and the
VC network G' = (V! E') are also evolving, where V' is
the set of accumulated VCs (|[V!| = N), and E! C V! x V! is
the set of accumulated co-investment relationships between
VCs until time ¢. We are concerned with the following
problem.

Problem 1. Predict whether two VCs will co-invest or
not in the next year. Let G' = (V' E') be the VC network in
time span {1,t}, given two VCs, the task is to predict
whether they will co-invest or not in time ¢ + 1.

It bears pointing out that our problem is quite different
from existing link prediction problems [6], [7], [8]. First, the
VC network is intrinsically dynamic and multi-dimensional,
which are not well treated in the traditional link prediction
research. Second, it is not clear what are the fundamental
factors that influence the formation of the VC network.
Finally, one needs to incorporate the different factors (e.g.
social theories, statistics and our intuition) into a unified
model to better explain the co-investment relationship.

3 DATA DESCRIPTION

The dataset (CRUNCH) comes from the free online Crunch-
Base,' which is updated frequently. The dataset contains
open investment events in the world from 1984 to 2014, and
there are a total of 18,716 VCs, 25,327 startups, 90,280 invest-
ments and 152,227 co-investments. The original information
and statistics of CRUNCH are summarized in Table 1.

In recent years, the VC investment developed very
quickly. The distribution of investment over year is shown
in Fig. 2. In the first fifteen years (1984-1998), the number of
investments every year was less than 50, and it rose to 168

1. http:/ /www.crunchbase.com/, March 20th, 2014
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Fig. 2. Distribution of investment over year. The number of investments
increases rapidly from 2005.
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Fig. 3. VC/startup distribution over country. The state of California is the
most active area of VC and startup in the world.

in 1999. After six years of steady increase (1999-2004), the
number jumped to 4,196 in 2005. From then on (2005-now),
the number increases rapidly, with the exception of 2009,
due to the economic depression.

The distribution of VC and startup over country/area are
shown in Fig. 3, where the notation of three-letter denotes
the country, which is defined in ISO 3166-1.2 For instance,
USA denotes the US, and GBR denotes United Kingdom.
OTH denotes all other countries as a whole. Since VCs in the
US account for more than half of total VCs in the world, the
state of the US is treated as an entity in the statistics, where
CA denotes California, NY denotes New York, and so on.

2. http:/ /en.wikipedia.org/wiki/ISO_3166-1_alpha-3
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Fig. 4. Power-law distribution of VC over the number of investments
(both Y-axis and X-axis have logarithmic scale). The investments of
7.6 percent VC firms account for 64.7 percent of all investments.
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Fig. 5. Power-law distribution of VC over the number of invested fields
(both Y-axis and X-axis have logarithmic scale).

Note that the number of VCs in the state of California is
even larger than that of any other country in the world, and
this area dominates the VC market of the world. Fig. 3a lists
the top 15 countries/areas with the most VCs, and Fig. 3b
lists the top 15 countries/areas with the most startups.

The difference between the numbers of investments of
different VCs is very large. The distribution of VC over the
number of investments is shown in Fig. 4, where the curve
roughly obeys the power-law. From 1984 to 2014, every VC
has 4.8 investments on average. The five VCs with the most
investments are Sequoia Capital (659 investments), Start-Up
Chile (607), Intel Capital (571), New Enterprise Associates
(536) and Y Combinator (533). 62.7 percent of VCs have
only one investment. The VCs with the more than 10 invest-
ments account for 7.6 percent of all VCs, and they have 64.7
percent of all investments.

In usual, VCs invest in several different fields to avoid
risks. The distribution of VC over the number of invested
fields is shown in Fig. 5, where the curve also roughly obeys
power-law. There are 44 fields in CRUNCH (cf. Fig. 7).
From 1984 to 2014, every VC invested in 2.2 fields on aver-
age. The VCs with the most invested fields are SV Angel,
Start-Up Chile (37 invested fields), Kleiner Perkins Caufield
& Byers, Sequoia Capital, Y Combinator, New Enterprise
Associates and Techstars (36 invested fields).

The distribution of startup over the number of invest-
ments is shown in Fig. 6. Note that, different from Fig. 4 and
Fig. 5, in Fig. 6, only the Y-axis has a logarithmic scale. From
1984 to 2014, every startup gets 3.6 investments on average.
The five startups with the most investments are Fab (59
investments), ecomom (58), CardioDx (54), Practice Fusion
(53) and Aperto Networks (49). 68.8 percent of startups are
with less than or equal to 10 investments.



540 IEEE TRANSACTIONS ON KNOWLEDGE AND DATA ENGINEERING, VOL.28, NO.2, FEBRUARY 2016

#startup
=

10 20 30 40 50 60
#investment

Fig. 6. Distribution of startup over the number of investments (Y-axis has
a logarithmic scale).

The distribution of startup over the field is shown in
Fig. 7. There are 44 fields in CRUNCH, where the top five
fields are software (13 percent), biotech (8.9 percent), mobile
(7.4 percent), web (7.3 percent) and enterprise (7.2 percent).

4 FEATURE DESIGN AND SELECTION

4.1 Feature Design

We design a large number of features for co-investment
from the perspective of both domain knowledge and social
network. According to the time characteristics, the features
can be categorized into static features and dynamic features.
The static feature does not change over time, such as nation-
ality and investor type, but the dynamic feature changes
over time, such as invested fields and betweenness on the
VC network. Note that, the static feature takes the same
value for different years, while the dynamic pattern should
be normalized within the year (cf. Section 5.2), otherwise
the values are not comparable between years. The dynamic
features can be further divided into dynamic domain fea-
tures and dynamic topology features. The former is related
to domain knowledge of VC, and the latter is related to the
evolving VC network.

All features for co-investment are summarized in Table 2.
The features are self-explained, and the fifth column shows
a short description of the features. In Section 5, we shall
explain the important features in details.

4.2 Feature Selection with Group Lasso

As stated in the previous section, a large number of fea-
tures have been taken into consideration. However, the
relations among features are interdependent and non-
linear. In order to select the most important and interpret-
able features, we preselect the features by group Lasso
with logistic loss.

Lasso (Least Absolute Shrinkage and Selection Operator)
[11] provides a way to gain the sparsity of the parameters
by imposing a 1-norm regularization. The objective function
to be minimized is defined as

Q(0) = loss(0) + A||6]];, (1)

where 6 is the parameter vector in the model, loss(6) is the
loss function, and || e ||, is the 1-norm. As A is increased, the
components of § are gradually shrunk to zero so as to
achieve sparsity. The feature whose weight is shrunk later
is considered to be more important, and so the shrinking
order can be used to select features.
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Fig. 7. Distribution of startup over field. Software, mobile web, and
biotech are the most active fields for startup.

However, the categorical variable in the model is usually
coded via dummy variables, and so the dummy variables
corresponding to one categorical variable may be set to zero
in different time in Lasso, which makes the sparsity of Lasso
less powerful. Thus, Yuan and Lin [12] proposed group
Lasso to shrink the dummy variables of a group together
for least squared loss, and later, group Lasso was general-
ized to logistic loss [13]. The objective function is

Q6) = loss(8) + A X1y m 106 @)

where all features are divided into j groups according to the
coding of dummy variables, i.e., G, Gs, ..., G;. The multi-
plier m; serves for balancing cases where the groups are of
different sizes, and || e ||, denotes the Euclidean norm.

We use a large number of categorical features, and group
Lasso is employed to select features by group. Since the pro-
posed SBFG (cf. Section 6) is a kind of generalized linear
model, we choose the logistic loss for feature selection. We
fit group Lasso for logistic regression by the group descent
algorithm in the R package 'grpreg’ [14]. Group Lasso only
needs the labeled training data, and the data in 1984-2010 of
CRUNCH are fed to Group Lasso for determining the
reverse shrinking order of features, which is shown in the
third column of Table 2. For instance, the No. 12 feature has
order 01, which means that the weight of the No. 12 feature
is the last to shrink to zero, and so it is regarded as the most
important feature in the model.

5 OBSERVATION OF PROMINENT FEATURES

As mentioned in Section 4, the features are categorized into
three kinds, i.e., static features, dynamic domain features and
dynamic topology features, and we will describe the top

3. http:/ /cran.r-project.org/web/packages/grpreg/index.html
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TABLE 2

All Features for Co-Investment

Feature No. Ord.* Name Short description
Static feature 01 43 latitudeMax Larger value of latitude

02 34 latitudeMin Smaller value of latitude

03 26 latitudeSingle Single value of latitude

04 33 latitudeDiff Difference of latitude

05 43 longitudeMax Larger value of longitude

06 31 longitudeMin Smaller value of longitude

07 16 longitudeSingle Single value of longitude

08 23 longitudeDiff Difference of longitude

09 20 absoluteDistance Straight-line distance

10 17 timeZoneDiff Difference of time zone

11 80 sameCity Are two VCs in the same city?

12 01 sameCountry Are two VCs in the same country?

13 14 ethnicitySim Ethnicity similarity**

14 39 languageSim Language similarity**

15 29 religionSim Religion similarity**

16 06 investorCombination Combination of investor type

17 36 sameCVCField Are two company VCs of the same field?
Dynamic domain feature 18 08 fieldsMax Larger value of #field

19 07 fieldsMin Smaller value of #field

20 09 fieldsSingle Single value of #field

21 61 fieldsDiff Difference of #field

22 77 fieldsSum Sum of #field

23 10 fieldsJaccard Jaccard similary of fields

24 23 shortTrendMax Larger value of short trend***

25 13 shortTrendMin Smaller value of short trend

26 18 shortTrendSingle Single value of short trend

27 23 longTrendMax Larger value of long trend

28 39 longTrendMin Smaller value of long trend

29 12 longTrendSingle Single value of long trend

30 36 firstinvestYearMax Larger value of first year of investment

31 20 firstInvestYearMin Smaller value of first year of investment

32 81 firstinvestYearSingle Single value of first year of investment

33 61 firstInvestYearDiff Difference of first year of investment
Dynamic topology feature 34 04 distanceBefore Shortest distance of two VCs

35 39 degreeMax Larger value of degree

36 52 degreeMin Smaller value of degree

37 20 degreeSingle Single value of degree

38 47 degreeDiff Difference of degree

39 69 degreeSum Sum of degree

40 36 shConstraintMax Larger value of structural hole constraint****

41 56 shConstraintMin Smaller value of structural hole constraint

42 34 shConstraintSingle Single value of structural hole constraint

43 73 shConstraintDiff Difference of structural hole constratint

44 67 shConstraintSum Sum of structural hole constraint

45 55 shConstraintMaxEgo Larger value of structural hole constraint of ego net

46 52 shConstraintMinEgo Smaller value of structural hole constraint of ego net

47 43 shConstraintSingleEgo Single value of structural hole constraint of ego net

48 71 shConstraintDiffEgo Difference of structural hole constraint of ego net

49 73 shConstraintSumEgo Sum of structural hole constraint of ego net

50 03 betweennessMax Larger value of betweenness

51 11 betweennessMin Smaller value of betweenness

52 05 betweennessSingle Single value of betweenness

53 76 betweennessDiff Difference of betweenness

54 42 betweennessSum Sum of betweenness

55 49 betweennessMaxEgo Larger value of betweenness of ego net

56 19 betweennessMinEgo Smaller value of betweenness of ego net

57 26 betweennessSingleEgo Single value of betweenness of ego net

58 65 betweennessDiffEgo Difference of betweenness of ego net

59 67 betweennessSumEgo Sum of betweenness of ego net

60 30 densityMaxEgo Larger value of ego density

61 56 densityMinEgo Smaller value of ego density

62 43 densitySingleEgo Single value of ego density

63 78 densityDiffEgo Difference of ego density

64 61 densitySumEgo Sum of ego density
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TABLE 2
(Continued)
Feature No. Ord.* Name Short description
65 49 firstNeighborsMax Larger value of #neighbor
66 56 firstNeighborsMin Smaller value of #neighbor
67 26 firstNeighborsSingle Single value of #neighbor
68 47 firstNeighborsDiff Difference of #neighbor
69 72 firstNeighborsSum Sum of #neighbor
70 02 firstCommonNeighbors #common neighbor
71 65 secondNeighborsMax Larger value of #secondary neighbor
72 52 secondNeighborsMin Smaller value of #secondary neighbor
73 15 secondNeighborsSingle Single value of #secondary neighbor
74 69 secondNeighborsDiff Difference of #secondary neighbor
75 56 secondNeighborsSum Sum of #secondary neighbor
76 31 secondCommonNeighbors ~ #common secondary neighbor
77 51 clusterCoefficientMax Larger value of clustering coefficient
78 73 clusterCoefficientMin Smaller value of clustering coefficient
79 56 clusterCoefficientSingle Single value of clustering coefficient
80 79 clusterCoefficientDiff Difference of clustering coefficient
81 61 clusterCoefficientSum Sum of clustering coefficient

* Ord. denotes the reverse shrinking order of the feature in group Lasso, and the feature with a smaller Ord. is considered to be more important.

**Cf. [9] for calculation of similarity of ethnicity, language and religion.

** Follow-the-trend indicates that VCs tend to match their choices with the dominant choices of others, cf. [5] for more details.

***% Cf. [10] for structural hole theory.

10 features selected by group Lasso in this order, since the
handling of static features is different from the dynamic ones.

5.1 Static Features

Nationality. Fig. 8 shows the distribution of VCs’ national-
ity, where the orange bar denotes the positive instances
(the existent co-investments in the dataset, cf. Section 7),
and the blue bar denotes the negative instances. It is clearly
shown that the two VCs tend to co-invest when they are
from the same country.

Investor type. The investor types of VCs in CRUNCH are
categorized into company venture capital (C), financial
organization (F) and person investor (P). There are 2,875
company venture capitals, 8,038 financial organizations
and 7,803 person investors in CRUNCH. Fig. 9 shows that
financial organization tends to co-invest with financial orga-
nization, person investor tends to co-invest with person
investor, and other combinations are not very popular.

5.2 Dynamic Domain Features
Invested fields reflect investment interest and investment
diversity of VC. Since #field (# indicates the number, the

0.8
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Il Negative
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o o
~ o

o
(N}

Different country Same country

Fig. 8. Nationality. Y-axis: Probability, conditioned on nationality. The
orange bar denotes the positive instances in the dataset, while the blue
bar denotes the negative instances. Two VCs tend to co-invest when
they are from the same country.

same hereinafter) is a measure that changes over time, the
values of the feature in different years are not directly com-
parable, and we use the rank of #field in the given year
instead of the original value of #field, as show in Fig. 10. We
employ the ”equal-frequency binning” technique to discre-
tize #field of the same year into a small number of distinct
ranges. #field in the bin with the largest value is ranked 1,
#field in the bin with the second largest value is ranked 2
and so on. After discretization within the same year, the
comparability of #field in different years is improved. This
technique is also applied to some other dynamic features,
e.g. betweenness.

Since a potential co-investment involves two VCs, there
are two values of #field for a potential co-investment. The
larger one of the two values is shown in Fig. 10a, the smaller
one is shown in Fig. 10b, and we find that VCs with large
#field (small rank) tends to co-invest in both cases.

Jaccard similarity of invested fields. Besides the number
of invested fields, we calculate the Jaccard similarity of
the invested fields (jacc for short) for a VC pair, ie.,

0.6

Il Positive
05 Il Negative

Probability
o o
n w

o
i

c-C C-F C-P F-F
Investor type combination
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Fig. 9. Investor type combination.Y-axis: Probability, conditioned on
investor type combination. “C” indicates company venture capital, “F”
indicates financial organization, and “P” indicates person investor.
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Fig. 10. Invested fields. Y-axis: Probability, conditioned on rank of larger/
smaller value of #field. Smaller rank indicates larger #field.

|15y (ver) () IF (vep)| :
(o) U T ooV where IF;(vc;) denotes the set of invested

fields of vc; before time ¢t. As shown in Fig. 11, when jacc
is smaller than 0.1, the VC pair does not tend to co-invest,
probably due to a lack of common interests. When jacc is
larger than 0.8, the VC pair does not tend to co-invest
either, probably because they cannot complement each
other very well. Thus, the VC pair with appropriate jacc
tends to co-invest.

5.3 Dynamic Topology Features
Besides the features from domain knowledge, there are also
features related to social network that are selected by group
Lasso, which are explained as follows.

Common neighbors reflect the link homophily between
two VCs. Since this feature is related to the evolving VC net-
work, we use the common neighbor ratio instead, which is
defined as the ratio of the number of common neighbors to
the sum of the number of neighbors of two VCs. Fig. 12
shows the histogram of positive instances and negative
instances, where the bar heights are normalized so the area
for each bar represents the probability for the corresponding
interval. Comparing the histogram for positive instances
(Fig. 12a) with the histogram for negative instances
(Fig. 12b), we find that VCs with larger common neighbor
ratio are more likely to co-invest with other VCs.

Betweenness is one of centrality measures of nodes in
social network [15]. Although many centralities have been
taken into consideration, such as degree, closeness and
structural hole (cf. Table 2), betweenness is identified as the
prominent feature in the co-investment prediction by group
Lasso. Betweenness is a measure of the evolving VC
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Fig. 11. Jaccard similarity of invested fields. The VC pair with appropri-
ate (not too large and not too small) jacc tends to co-invest.

network and so we use the rank of betweenness in the given
year instead of the original value, as show in Fig. 13. Since a
potential co-investment involves two VCs, there are two
values of betweenness for a co-investment. The larger one
of the two values is shown in Fig. 13a, the smaller one is
shown in Fig. 13b, and we find that VCs with large between-
ness (small rank) tend to co-invest in both cases.

Shortest distance is considered to be one of the most
important features in link prediction [8]. As shown in
Fig. 14, when two VCs that have invested before (i.e., the
shortest distance is 1) or have common neighbor (i.e., the
shortest distance is 2), they are highly likely to co-invest.
When the shortest distance is equal to or larger than 3, the
likelihood of co-investment decreases rapidly. When there
is no path between two VCs in the network (the shortest
distance is inf in Fig. 14), i.e., one or two candidate VC(s)
of the potential co-investment are not connected to the

10
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o

0.2 0.4 0.6 0.8 1
Common neighbor ratio

(a) Positive histogram

Il Negative

o

0.2 0.4 0.6 0.8 1
Common neighbor ratio

(b) Negative histogram
Fig. 12. Histogram of common neighbor ratio. The bar height is normal-

ized so the area for each bar represents the probability for the corre-
sponding interval.
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Fig. 13. Betweenness.Y-axis: Probability, conditioned on rank of
larger/smaller value of betweenness. Smaller rank indicates larger
betweenness.

biggest component of the VC network, they are not likely
to co-invest.

6 MODEL FRAMEWORK

Basically, the binary classification problem (co-invest or not)
can be solved by any classifier, such as logistic regression
and SVM. However, these models suffer from the same lim-
itation that they cannot model the correlation between/
among co-investments, so we try to develop an integrated
factor graph model to capture both feature and correlation.

6.1 Structural Balance Theory

We explore an important pattern in the VC network based
on the structural balance theory [15], which will be the theo-
retical foundation of our proposed model. Fig. 15 shows the

0.5
Bl Positive
04 Il Negative
£ 03
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Shortest distance

Fig. 14. Shortest distance on the VC network. VCs tend to co-invest
when they have a short distance on the co-investment network.
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Fig. 15. lllustration of structural balance theory. The line between VCs
indicates co-investment, and the two VCs connected by the line are
called co-investors. The structural balance theory implies that either all
three pairs of these VCs are co-investors (d) or only one pair of them are
co-investor (b).

triad relationships, where the line between two VCs indi-
cates the co-investment, and the two VCs connected by the
line are called co-investors. For every group of three users
(called triad), the structural balance theory implies that
either all three pairs of these VCs are co-investors or only
one pair of them are co-investor. As shown in Fig. 16, the
number of balanced triads (those with three co-investments
or one co-investments) is by far larger than that of unbal-
anced triads (those with two co-investments or zero co-
investment) in CRUNCH. Moreover, the connected triads
(those with two co-investments or three co-investments)
are of particular interest to us, since the fact that the number
of closed triads (those with three co-investments) is
much larger than that of open triads (those with two co-
investments) reflects the prevalence of triadic closure in the
VC network, i.e., the co-investor of my co-investor is likely
to be my co-investor.

6.2 The Proposed Model

The original VC network is built intuitively with VC as
a node, but the goal of our research is to predict the co-
investment between VCs. In addition, it is hard to model
the correlation between/among co-investments (e.g. the
triad correlation mentioned above) if with VC as a node.
Thus, we prefer to model the co-investment as a node
directly in the graphical model, and first the original VC
network with VC as a node is converted to a graph model
with co-investment as a node.

Our proposed model, i.e., structural balance based factor
graph model, is inspired by the structural balance theory
and observation in CRUNCH. The model is shown in
Fig. 17. The left figure shows the original VC network,
where the edges with label 1/0 indicate whether two VCs
co-invested or not in time span {1,t¢}, and the edges with
label ? are those that we try to predict in time ¢+ 1. The
solid /dashed line indicates whether the edge exists or not

O O < 2 ( 2
O O O0—0O O
Fig. 16. Structural balance in the VC network. The number of balanced

triads (those with three co-investments) is by far larger than that of
unbalanced triads (those with two co-investments).
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Observation

Fig. 17. Graphical representation of SBFG model. The left figure shows
the original VC network with VC as a node, where the edges with label 1/
0 represent whether two VCs co-invest or not in time span {1, ¢}, and the
edges with label ? are those that we try to predict in time ¢ + 1. The right
figure is the SBFG model with co-investment as a node. y; ; is the latent
variable that indicates whether two VCs v;,v; co-invest, and z; ; is the
observation of two VCs v;,v;. fi; is the feature factor for a co-invest-
ment, and ¢; ; ;. is the triad factor for three possible co-investments.

in the ground truth. The right figure is the SBFG model
derived from the original VC network. y; ; is the latent vari-
able that indicates whether two VCs vy, v9 co-invest or not,
and z; ; denotes the observation of two VCs v;, v;. The SBFG
model expresses the joint distribution over all variables as a
product of factors over subsets of those variables, and the
edge between a factor and a variable in the SBFG model
indicates that the variable is an argument of the factor func-
tion. We define two kinds of factors in the SBFG model.
f(xij,vij) (fi; for short) represents the feature factor
defined for the co-investment. t(y; ;, ik, Y;x) (tijx for short)
represents the triad factor, which is used to capture the
structural balance among three possible co-investments
Yij» Yik»> Yjk sharing common VCs.

Y denotes the vector that contains all latent variables.
Since we already know the co-investments in time span
{1,¢}, the latent variable vector Y in the SBFG can be
divided into labeled subset Y~ and unlabeled subset YV (to
be predicted). We formalize the network with Markov ran-
dom fields. According to Hammersley-Clifford theorem
[16], the probability of latent variable vector Y given obser-
vations X can be factorized as

1
pVIX)=2 II £ I tow 3)
possible i,j possible 1,5,k

where “possible i, 7 means all possible values that ¢, j can
take in the dataset, and “possible i, j, k” has similar mean-
ing. Factors are defined as

fij= eXp{afjg(Ii,j, Yij)} 4)

tijk = exp{Bijxh(Yijs Yik> Yjk) }s ®)

where g(z; ;,; ;) is the function vector for the feature factor
fijr P(Yij, Vik,yjx) is the function for the triad factor t;;y,
and a; j, B; ;. are corresponding weights. The component of
8(xij, y;;) is defined as

gm(mi,jyyi,j) = l{yi_’j:g]i_’j} . gm(mi,j): (6)

where g,,(; ;) is a certain feature for the observation z; ;, as
defined in Table 2. Each feature is nonzero only for a single
label ; ;. This particular form of function leads to a larger
feature set, which is a common practice in feature engineer-
ing of Markov random fields, and can lead to better predic-
tion accuracy since the final decision boundary can be more
flexible [17]. The definition of h(y; j, yik, yj ) is as follows:

h(yz}]} Yi ks yj,k) = 1{#positive co—investment=ala=0,1,2,3} (7)

That is to say, we use the number of positive co-
investments in the triangle as a feature,* and there are a total
of four features for the triad factor (if using indicator function
form, as in Eq. (7)). When the model is fitted to the training
data, the number of balanced triads is much larger than that
of unbalanced ones, and so the weight of the feature for bal-
anced triad should be larger than the weight of the feature
for unbalanced triad after training. Finally, the model will
encourage the balanced triads when predicting the test data.

Furthermore, we pack all weights «; j, f; ;, into a long
weighting vector 6, and pack all features g(w;;,vi;),
h(¥ijs Yiks Ysk) into a long feature vector s, regardless of the
type of factors. Thus, the conditional probability, i.e.,
Eq. (3), is simplified to be

p(Y]X) = %exp{GTs}. ®

Then, we try to get proper weighting vector 6 in the
learning phase.

6.3 Learning

The latent variables in time span {1,t}, i.e,, YL, are labeled,
and our optimization goal is to minimize the loss function,
which is defined as the negative log-likelihood

—loss(0) = O(0)
=log p(Y*|X) =log > _p(Y*,YV|X)

yu
1
=1lo Y|X) =1lo —exp{6's
g;p( |X) g;Z pio's} o)
= logZexp{OTs} —log Z
yU

= log Z exp{6's} — log Z exp{67s}.
yU Y

To minimize the loss function, we consider a gradient
decent method, and the gradient is calculated as follows:

90(6
aé_) = Ep(YU|YL,X) [s] — Ep(yl»",yL\X) [s],

(10)
where E yvyL x[s] and E,yv yr y)[s] are expectations of s
on different distributions. The derivation of the two terms
in the right part of Eq. (10) are similar, and we only present
the former for abbreviation,

4. There is a slight abuse of the word “feature” here. The “feature”
here represents the structure of a triad consisting of three co-invest-
ments (called “triad feature” temporarily), instead of the feature for
only one co-investment as listed in Table 2 (called “node feature”).
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%[Iog;exp{e%}} :mZexp{é)TS} s
exp{6’s} Z - p(Y|X)
ZZyr op{6's) ZZW Z-p(Y]X)
-3 s = S X

= Ep(YU|YL.X) [s]

(11)
The calculation of expectations in Eq. (10) is converted to
the calculation of the marginal probability p(YV|Y, X) and
p(YY YL|X), and is further converted to message passing
along edges in the graph, which can be done by the standard
belief propagation [18]. When applied to tree-structured
graph, the belief propagation gives the exact result. How-
ever, the graphical structure of our proposed SBFG can be
arbitrary and contains cycles, and it’s not feasible to use exact
inference. We can still employ belief propagation to approxi-
mate the marginal probability, and the algorithm is called
loopy belief propagation in this case [19]. Although the pre-
cise conditions of convergence of loopy belief propagation
are not well understood [20], [21], it works well in our model.
Note that we should perform LBP twice in each step, one for
estimating marginal probability p(YV,Y?|X), and the other
for p(YY|YL, X). At the end of each step, we update the
weighting vector  with the gradient and a constant learning
rate 1. 1 is set to 0.001, which is determined by preliminary

experiments on a subset of the training data.

Algorithm 1. SBFG Learning Algorithm

Input: labeled variables Y, observations X, learning rate n
Output: weighting vector 0

1 Initialize 6;

2 while not converged do

3 Calculate E,yvyr x)[s] using LBP;

4 Calculate £y v y1x[s] using LBP;

5 Calculate the gradlent ( according to Eq. (10);
6  Update 0 with 6" = 0"’ : - "(Sg )

7 Return 6;

The learning algorithm is shown in Algorithm 6.3, and the
time complexity of the algorithm is mainly determined by
the computation of marginal probability using LBP. Gener-
ally, time complexity of LBP is O(nES®), where n represents
the number of features, E the number of edges, S the number
of labels, and C' the size of the maximal Clique.5 In our case,
E=3T,5=2,C =3, where T is the number of triads, and
so the time complexity is O(nT'), which is linear function of
the number of features n and the number of triads T'.

6.4 Prediction
Once we get the learned weight vector 6, we can predict the
unlabeled Y by first computing the marginal probability of

5. Although there are other factors that affect the time complexity of
LBP (e.g. the number of iterations of gradient decent), their order of
magnitude usually does not change much, so they are not included in
the formula to facilitate the analysis.

TABLE 3
Prediction Performance of Co-Investment with the
Top 10 Features

Data Alg. Pre. Rec. F1 Acc.
2011 svC 0.8615 0.7082 0.7773  0.8078
LR 0.8601 0.7071  0.7761  0.8068
SBFG  0.8236  0.9939 0.9008 0.8963
2012 svC 0.8770  0.7059  0.7822  0.8129
LR 0.8721  0.7095 0.7825  0.8122
SBFG  0.8431 09939 0.9123  0.9090
2013 SvVC 0.8693 0.7124  0.7831  0.8104
LR 0.8664 0.7133  0.7825  0.8095
SBFG  0.8395 0.9920 0.9094 0.9050
2014 SvVC 0.9143  0.7210  0.8062  0.8287
(first 3 months) LR 09164 0.7240 0.8089  0.8309
SBFG  0.9308 0.9924 0.9606 0.9598
Average SvVC 0.8805 0.7119  0.7872  0.8150
LR 0.8788 0.7135  0.7875  0.8149
SBFG  0.8593 0.9931 0.9208 0.9175

Measures: Pre. denotes precision, Rec. denotes recall, F1 denotes F1 value, and
Acc. denotes accuracy. Compared methods: SVC denotes support vector classi-
fier, LR denotes logistic regression, and SBFG denotes the proposed method in
this paper.

p(YY|YL, X) and then select the value with the largest mar-
ginal probability as the label. Again, the marginal probability
of p(YY|Y*, X) is calculated by running LBP, and the mar-
ginal probability is then taken as the prediction confidence.

7 EXPERIMENTS AND ANALYSIS

7.1 Experiment Setup
CRUNCH contains 18,716 VCs and 152,227 co-investment
events from 1984 to 2014. The 152,227 co-investments are
positive instances in our experiments. There are no direct
negative instances in the dataset, and then we consider all
possible combinations of accumulated VCs until a given
time point. However, the number of combinations is hun-
dreds of times larger than the number of positive instances,
which constitutes imbalanced data. There a large amount of
research on imbalanced data, and the methods include mak-
ing the learning process active or cost-sensitive, and treating
the classifier score with different thresholds [22], [23]. We
employ random undersampling due to its effectiveness and
ease of implementation. Specifically, we randomly sample
the same number of negative instances as positive instances.
Our goal is to predict co-investments in time ¢ + 1 (test
dataset), given data in time span {1, ¢} (training dataset), and
we construct four cases for CRUNCH. The first case is to pre-
dict co-investments in 2011 given 1984-2010, the second is
2012 given 1984-2011, the third is 2013 given 1984-2012, and
the fourth is the first three months in 2014 given 1984-2013.

7.2 Prediction Performance

We compare our proposed model with state-of-the-art
supervised machine learning algorithms, and the results are
shown in Table 3.

Measures. For evaluating the prediction of co-investment,
four popular measures are used to evaluate the performance,
i.e., precision, recall, F1 measure and accuracy. Let TP denote
#true positive, FP #false positive, FN #false negative and
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Fig. 18. Feature contribution analysis for the case of 2014. SBFG stands
for the proposed method with the top 10 features. The plus mark denotes
additional features besides the top 10 features, and the minus mark
denotes features that are excluded from the top 10 features.
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Baselines. The co-investment prediction is formulated as a
binary classification problem in this paper. There are a large
number of classifiers, and SVM and logistic regression are
regarded as state-of-the-art general-purpose classifiers. The
baselines are support vector classifier with L2 regularization
(SVO) and logistic regression with L2 regularization (LR).
These two algorithms are implemented in the LIBLINEAR
software package [24]. All baselines use the top 10 features
selected by group Lasso, but not the structural balance
factor, since the point-wise classifiers (SVC and LR) cannot
model the correlation among co-investments efficiently.
SBFG employs both the top 10 features and the structural
balance factor.

As shown in Table 3, SBFG significantly exceeds all state-
of-the-art algorithms in all measures except precision. The
prediction accuracy and F1 value of SBGF are above 0.9,
which are satisfactory for co-investment prediction.

7.3 Feature Contribution Analysis
We examine the contribution of different features by remov-
ing them one by one in the model for the case of 2014. As
shown in Fig. 18, SBFG stands for the proposed method with
the top 10 features. The plus mark denotes additional fea-
tures besides the top 10 features, and the minus mark
denotes features that are excluded from the top 10 features.
N denotes the remaining 71 features other than the top 10
features, S the structural balance factor, C common neigh-
bors, B betweenness, D shortest distance, F the number of
invested fields, and J the Jaccard similarity of invested fields.
When the 71 remaining features are excluded from the
model, the accuracy drops by only 0.18 percent (from 96.16
to 95.98 percent), which shows that the top 10 features
selected by group Lasso can explain the formation of the VC
network quite well. Note that, if there is no feature selection
mechanism like group Lasso, it is hard to say that between-
ness centrality is more predictive than structural hole con-
straint in co-investment prediction. When the structural
balance factor is removed from the model, the accuracy
drops by 12.5 percent (from 93.85 to 83.85 percent), which
demonstrates the prediction power of structural balance
theory. When the features are excluded from the model one
by one, the performance drops gradually. Finally, when all
dynamic features SCBDFJ are excluded from the model,
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Fig. 19. Prediction performance of different countries. The performance
gap between baseline method and SBFG of Asian countries is larger
than other countries.

there are only two static features, i.e., nationality and inves-
tor type, and the accuracy of the model is only 59.38 percent,
which is slightly better than a random guess since the task is
predicting the evolving link formation.

7.4 Country Analysis of Prediction

We analyze the prediction performance for the top 10 coun-
tries with the most VCs. We calculate accuracy for co-invest-
ments that involve the given country respectively, as shown
in Fig. 19. It is shown that the proposed method SBFG
exceeds the baselines by a large margin for all 10 countries.
The average accuracy of baselines for Asian countries
(Japan, China and India) is relatively low compared with
other countries, while the average accuracy of SBFG for
Asian countries is not low. Furthermore, China is the coun-
try with the lowest baselines accuracy and the highest SBFG
accuracy. It probably suggests that VCs of Asian countries,
especially of China, are more likely to have social relations
due to their special economic culture, and they rely on the
robustness of networks to avoid risks.

7.5 Investor Type Analysis of Prediction

We analyze the prediction performance for different inves-
tor types by calculating accuracy for co-investments that
involve the given investor type, as shown in Fig. 20.
FinanOrg denotes financial organization, Company denotes
company investor, and Person denotes person investor. For
the baseline algorithms (SVC and LR), the accuracy of per-
son investor is by far lower than (-20 percent) financial orga-
nization and company investor. However, our proposed
SBFG model can largely compensate for the performance
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Fig. 20. Investor type analysis. FinanOrg denotes financial organiza-
tion, Company denotes company investor, and Person denotes
person investor.
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Fig. 21. Case study. The goal is to predict co-investments in 2014
given data in 1984-2013. SVC and LR misses two co-investments,
while SBFG successfully predicts them by incorporating structural
balance theory.

gap for person investor (only 4 percent lower than financial
organization), which demonstrates the power of structural
balance in co-investment prediction.

7.6 Case Study

Now we present a case study to demonstrate the effective-
ness of the proposed model. In Fig. 21, each node represents
a VC. The node in the upper left corner is Draper Fisher
Jurvetson (DFJ for short), upper right Nexus Venture Part-
ners (Nexus), lower left Gray Ghost Ventures (Gray) and
lower right Garage Technology Ventures (Garage). The line
between nodes denotes the co-investment, and the mark on
the line indicates that the algorithm makes a mistake. Our
goal is to predict co-investments in 2014 given 1984-2013.
SVC and LR correctly predict the co-investments of DFJ-
Gray and Nexus-Garage, but they miss the other two ones.
Besides DFJ-Gray and Nexus-Garage, our proposed SBFG
successfully predicts Gray-Nexus and Gray-Garage. After
adding Gray-Nexus and Gray-Garage, both the upper left
triangle and the lower left triangle become balanced.

8 STUDY ON ANOTHER DATASET

Another investment dataset (CHN®), which focuses on
investments to Chinese startups, is also explored to further
verify the model and features mentioned above.

8.1 Data Description

It takes two years to collect and clean the data in CHN manu-
ally, and then verify it by a questionnaire. CHN contains
investments for Chinese startup from 1995 to 2011, and there
are a total of 1,541 VCs, 5,494 Chinese startups, 10,275 invest-
ments and 5,856 co-investments. 50.8 percent of investments
in CHN are related to two or more investors, which is much
lower than that of CRUNCH (80.9 percent). CHN is five
times (in terms of the number of investments) larger than the
subset of CRUNCH related to Chinese startups (denoted by
CRUNCH-China), although the time range of CHN is only
half of CRUNCH-China. The information and statistics of
CHN and CRUNCH-China are summarized in Table 4.

The different names of information between CHN and
CRUNCH are italicized in Table 4. For example, CHN pro-
vides property right and year of establishment for VC firms.
Besides the information of different names, the information
with the same name could also be different between CHN

6. We will publish this dataset on the publicly available website
after being anonymized.

TABLE 4
Information and Statistics of CHN and CRUNCH-China

Item CHN (1995-2011) CRUNCH-China
(1984-2014)

Investment VC, Startup, VC, Startup,

information Funded year Funded year,
Round, Rasied
amount

VC information Investor type, Location, Investor type,
Property right, Location, Field
Year of establishment

Startup information Field, Location Field, Location

#Investment 10,275 1,986
#VC 1,541 453
#Startup 5,494 781

and CRUNCH-China. For example, VCs of CHN are catego-
rized into seven investor types, i.e., angle, venture capital,
private equity, company venture capital, strategic investor,
bank/trust, and other, which is different from the categori-
zation of the three investor types of CRUNCH. In addition,
there are 20 coarse-grained fields and 205 fine-grained fields
in CHN, which is also different from the categorization of 44
fields of CRUNCH. Although the genre, size and informa-
tion of CHN is different from CRUNCH, the structural bal-
ance phenomenon also holds in CHN (the pattern is quite
similar to Fig. 16 and so omitted).

8.2 Performance and Discussion
We employ the top 10 features in Table 2, plus the extra
information provided by CHN, i.e., property right, year of
establishment and features related to fine-grained fields,
to train the model and make predictions. We construct
four datasets that are with settings similar to CRUNCH (cf.
Section 7). The experiment results are shown in Table 5.
Due to the different genre, size and information, the
results of CHN and CRUNCH are not directly comparable.
However, the accuracy of our proposed SBFG model is
over 90 percent on CHN, and it outperforms SVC or LR sig-
nificantly (+12 percent in accuracy), which further verifies
the effectiveness of the proposed model and features.

TABLE 5
Prediction Performance of Co-Investment in CHN
Data Alg. Pre. Rec. F1 Acc.
2008 SvC 0.7729 0.7015 0.7354 0.7565
LR 0.7925 0.7363 0.7634 0.7797
SBFG 0.8627 0.9505 0.9045 0.9031
2009 SvC 0.7791 0.7556 0.7672 0.7784
LR 0.7869 0.7218 0.7529 0.7711
SBFG 0.9136 0.8741 0.8934 0.8992
2010 SvC 0.8444 0.6609 0.7415 0.7764
LR 0.8472 0.7093 0.7721 0.7968
SBFG 0.9212 0.9006 0.9108 0.9144
2011 SsvC 0.7944 0.7385 0.7654 0.7814
LR 0.7920 0.7385 0.7643 0.7801
SBFG 0.8887 0.9203 0.9042 0.9059
Average SvC 0.7977 0.7141 0.7524 0.7732
LR 0.8047 0.7265 0.7632 0.7819
SBFG 0.8966 0.9114 0.9032 0.9057




WANG ET AL.: THE PREDICTION OF VENTURE CAPITAL CO-INVESTMENT BASED ON STRUCTURAL BALANCE THEORY 549

9 RELATED WORKS

9.1 Co-investment

In sociology and economics, the study of co-investment
dates back to Wilson’s theory on syndication [25], and
Lerner [2] studied the principle of who will be a good co-
investor and when to reconstruct a co-investment. More
recently, some scholars studied co-investment/syndication
from the perspective of link formation, such as [3], [4], [5],
[26]. Based on 45 years of VC data from the US, [4] found
several features that might have influence on the new link.
However, [4] only used the node features and they did not
make predictions. Powell et al. [5] studied four kinds of
effects on interorganizational collaboration. The existing
researches only explored a few features for co-investment
without detailed analysis of contribution of features.

9.2 Link Prediction

Our work is related to link prediction, and the existing
works on link prediction can be broadly grouped into two
categories based on the learning algorithms: unsupervised
link prediction and supervised link prediction. The classic
works of unsupervised prediction were surveyed in [7] and
recently [27] designed a flow based method. There are
many works on supervised link prediction, such as [6], [28],
[29], [30], [31], [32]. [29] studied the extent to which the
formation of a reciprocal relationship can be predicted in
a dynamic network. [30] developed a framework for classi-
fying the type of social relationships by learning across
heterogeneous networks. The co-investment network is
intrinsically dynamic and multi-dimensional, and there is
still nothing reported about the prediction of co-investment
as far as we are informed. In this work, we focus on study-
ing the underlying patterns that influence the formation of
co-investment and propose a factor graph model to incorpo-
rate structural balance theory and the discovered patterns.

10 CoONCLUSION AND FUTURE WORK

In this paper, we study the prediction of co-investment of
VCs. We present a series of observation analysis, design a
large number of features, and then select prominent features
for co-investment by group Lasso. Then we propose a factor
graph model SBFG based on structural balance theory to
formalize the observation into a unified model. For the
model learning, we employ the loopy belief propagation to
obtain an approximate solution. Experiment results show
that the proposed method can accurately (around 90 percent
in terms of accuracy) predict the co-investment in the near
future with only 10 features selected by group Lasso, and
obtains a significant improvement (+9 percent in terms of
accuracy) over the baselines.

In the future, we will further explore VC investment in
the following directions. First, we will design a SBFG model
with an embedded feature selection mechanism, which can
better explain the formation of the VC network and further
improve the prediction performance. Second, although the
proposed model exceeds consistently the baselines in most
measures, the precision varies for different datasets, and we
plan to study the effect of different datasets on the proposed
model. Last, we will study other structural patterns that

may affect the formation of VC network, such as circle with
more than three nodes.
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