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Was Anna Happy When She Published  
This Photo On Flickr? 
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Was Anna Happy When She Published  
This Photo On Flickr? 

A lovely doorplate 

Anna: a girl who 
just graduated 
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Was Anna Happy When She Published  
This Photo On Flickr? 

It is just too sad ...

don't be upset. you four will meet again!

will never forget you guys lol 

we have said goodbye too many times in these two days... once again, 

 good bye our 614!
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Was Anna Happy When She Published  
This Photo On Flickr? 

It is just too sad ...

don't be upset. you four will meet again!

will never forget you guys lol 

we have said goodbye too many times in these two days... once again, 

 good bye our 614!

We aim to infer emotions of a user according 
to her posted images and the comments left 

by her friends. 
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Emotion Learning Method 

c=0 c=1

It is just too sad ...

don't be upset. you four will meet again!

will never forget you guys lol 

we have said goodbye too many times in these two days... once again, 

 good bye our 614!

Comment Generation

Image Generation

z ∼ Mult(ϑd )
w ∼ Mult(ϕd )

e ∼ Mult(θm )

x ∼ N(µe,δ e )

Influence Generation
c ∼ Mult(λd )
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Emotion Inference 

SVM: regards the visual features of images as inputs and uses a SVM as a classifier.  
PFG: considers both color features and social correlations among images. 
LDA+SVM: first uses LDA to extract latent topics from comments, then uses visual 
features, topic distributions, and social ties as features to train a SVM. 

Averagely +37.4% in terms of F1 
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Image Interpretations 

•  Our model demonstrates how visual features distribute over different 
emotions. (e.g., images representing Happiness have high saturation) 

 

•  Positive emotions attract more response (+4.4 times) and more easily to 
influence others compared with negative emotions. 
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•  We study the problem of inferring emotions 
of images from a new perspective by 
bringing in comment information.  

•  Thanks! 
•  Code & Data:  

– http://aminer.org/emotion 


