
Framework Overview

The work is supported by the National High-tech R&D Program (2015AA124102), Development 

Program of China (2016QY01W0200), National Basic Research Program of China 

(2014CB340506), National Natural Science Foundation of China (61631013,61561130160), 

National Social Science Foundation of China (13&ZD190), a research fund supported by MSRA, 

and the Royal Society-Newton Advanced Fellowship Award.

Department of Computer Science and Technology, Tsinghua University

Yutao Zhang, Fanjin Zhang, Peiran Yao, Jie Tang

Name Disambiguation in AMiner: Clustering, Maintenance, and Human in the Loop

Acknowledgement

Summary

• Name disambiguation is an important and challenging problem:

• The 300 most common male names are used by over 115 million 

people (taking about 78.74%) in the US.

• Challenges include: measuring similarity of documents, determining 

the number of persons with the same name, integrating data 

continuously…

• We propose a novel representation learning method by incorporating both 

global and local information, and present an end-to-end cluster size 

estimation method:

• A global metric learning model for all documents.

• A local linkage model within a candidate set.

• An end-to-end RNN-based model to estimate the number of persons 

associated with the same name.

• +7-35% in terms of F1-score compared with baselines.

Global Metric Learning  

Experimental Results

GitHub: https://github.com/neozhangthe1/disambiguation/Contact: Jie Tang, jietang@tsinghua.edu.cn

Embedding Analysis

Datasets

Local Linkage Learning

Definition: (Local Linkage Graph)

For a given name reference 𝑎, we construct a local linkage graph 𝒢𝑎 =
(𝒟𝑎, ℰ𝑎), where 𝒟𝑎 = 𝐷𝑖

𝑎 is the set of documents authored by a person 

named 𝑎, ℰ𝑎 = {𝐷𝑖
𝑎 , 𝐷𝑗

𝑎} is a set of edges capturing the similarity between

the documents.

Graph Auto-Encoder

Input: A (the adjacency matrix of 𝒢𝑎), Y (Output of global model)

Output: Z (learned latent local embedding matrix)

Encoder: Two-layer graph convolution network (GCN)

Decoder: Inner product decoder

Loss Function: reconstruction adjacency matrix 

First, embed each documents 𝐷𝑖 as a IDF-weighted Word2Vec vectors 𝑥𝑖.
Idea: enforce positive pairs to be close in the embedding space and 

negative pairs to be far away.

Input: X (input document embedding matrix) 

Output: Y (learned global document embedding matrix)

Triplet Loss:

where 𝒯 is the set of all triplets in training set, 𝑚 is a margin enforced 

between positive pairs and negative pairs and 𝛿 𝑣1, 𝑣2 = 𝑣1 − 𝑣2 is the 

Euclidean distance.

global metric learning local linkage learning

Cluster Size Estimation

First, construct a pseudo-training set as right.

Then, adopt RNN as an encoder and try to 

map a set of embedding vectors to the true 

number of clusters in the set.

Optimize the Mean Squared Logarithmic

Error (MSLE)

Table 1: Results of Author Name Disambiguation

Dataset small (in paper) large

# of names 100 23,823

# of persons 12,798 83,980

# of papers 70,258 1,203,482

• Extracted from AMiner

Statistics

• Data Schema

• Relation file: name → list of person id → list of paper id

• Paper file: paper id, title, published year, abstract, author names, author organizations, 

keywords, venue…

URL: https://aminer.org/disambiguation/

Large Dataset Analysis

https://github.com/neozhangthe1/disambiguation/
https://aminer.org/disambiguation/

