WuDao: General Pre-Training Model
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GPT-3

€ GPT-3: OpenAl released GPT-3 in
2020/5 with super-scale parameters:
175B

€ Google’s Switch Transformer: 1.6T
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m an Al created by OpenAl. How can | help you today?

'd like to book an appointment with Dr Anne-Laure Rousseau

n Monday at 9 a.m. Would this work for

GPT-3 for QA

The day after tomorrow is good, what time?

But I'm not available after 6 p.m.

DALL-E: (Generating
Images by Text)
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ATRT = 2:60 PM @ 7 % 100% W [y arat = 2:50 PM
[{ WeChat (2) vk L | {wecChat (2) ik
What time is it now?
Cannot sleep?
What time is it?
So late, | already slept. » HRT, HERT
What time is it?

About 3 o’clock in morning.

Beijing time? n

Beijing is 6:58 in the morning. EFMERS L6458

Are you going to Beijing? &%

Xiaolce (2018)
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omain Chatbot

)] Which animal do you like?

| like cows

I heard that a cow went to Harvard.

What did the cow study?

er go to Harvard?

Horses go to Hayvard.

That's a pretty good joke, I feel like you led me into it

You were trying to steer it elsewhere, | can see it.

Meena by Google (2020)
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If you could have dinner with one person, dead or alive, who would
that be?

That's a tough one. | think I'd have to go with Steve Jobs. I'd love to
pick his brain.

Ah, interesting choice. What do you know about Steve Jobs?

He was one of the most influential people in the history of
technology. He was a visionary.

What questions would you ask him?

I'd want to know how he came up with the idea for the iPod. It was
so revolutionary at the time.

Totally...the iPod changed the way everyone listens to music.

It really did. It's crazy to think that it was released in 2001. That was
along time ago.

Omg wow, that makes me feel old!

| know, right? Time flies by so fast. | wish | could go back to those
simpler times.

Me too, friend, me too. Speaking of music, what's your favorite
album to listen to lately?

I've been listening to a lot of Led Zeppelin lately. They're my favorite
band.

Blender by Facebook (2020)




Chatbot w/ Grounded Knowledge

Eileen Gu is so good!

YT

B IR SR T,
Yes, I like her best. )

A 2, 20034 A T35 E 48 Je I
WEHE I, WA I A AR B £, /IHEI LTS TR "
jﬂﬁ;ﬂ& E EE { %‘EE ﬁ'ﬁgj‘lﬂ: E’] Eileen Gu, born in 2003 in

California, is a Chinese freestyle skier.

http://xl stance/bdi107

Hahaha, she is the ace of skiing,
especially freestyle skiing.

I also want to learn skiing. How can I learn it well?

RSN, ERA R

AR B2 ZI| 7 | g |

Then you have to train hard!

S ST REACLIS, ATIL R AT j : e
FEH, SMEERE . . P S lumo isa met in which skis

are mounted on the soles of shoes to speed,

P LTS, WA 20 . jump and slide dow nont the snow

Learn the basic posture first, which should be
correct during sliding. Your movements should
be light, agile and coordinated. Control your
body weight and balance your feet.




The Power of Generative Models

Domain-specific Domain-specific Domain-general
unconditional generation text-to-image generation text-to-image generation
StyleGAN2 on FFHQ « DF-GAN on CUB « DF-GAN on COCO
« This bird has a white bellyand « Close-up of a man eating a piece
breast, with a blue crown and of pizza while holding a plate.
nape.
CogView?2

Karras, Tero, et al. "Analyzing and improving the image quality of stylegan." CVPR. 2020.
Tao, Ming, et al. "Df-gan: Deep fusion generative adversarial networks for text-to-image synthesis." arXiv. 2020.



® Virtual Student
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® Virtual Front Desk
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® Al driven Sign Language
P B Al ,, % ‘ b
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- Tsinghua University




Al driven Sign Language




Al Helps Interview
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WUDAO 2.0 is one of the largest models
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10X larger than GPT-3 parameters




What is WuDao 2.0

01

02

03

04

1.75 Trillion Parameters
both text and images
train on a supercomputer

Bilingual (Cn and En) data: 4.9T text and images

Largest

Universal

Domestic

Knowledgg



* What is WubDao 2.0

stMoE

" Support complex balance strategies such as Switch and GShard ~ Deploy in Alibaba PAI platform

Support different experts and different models. Explore the application to the Alipay intelligent
service system

Training on a
supercomputer

FastMoE

v Redesign all operators

v' Efficient communication strategy

v MOoE training with tens of thousands of
experts

Z. Ma et al. BAGUALU: Targeting Brain Scale Pretrained Models with over 37 Million Cores. PPoPP'22.



QA with WuDao

Question: Which moment did you want to live in forever?

User: High-school student

WUDAO: In an instant I recall the second year of high school. That afternoon, I took a sunbath on the
playground for a long time. I then played basketball downstairs with my classmates. As the sun set
slowly, the three of us stood together on the corridor, leaning on the railing to face the sunset. I ‘ve
always wanted to live in that moment forever, but unfortunately I never encountered a similar moment

again. I just want to live in that moment.
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https://wudao.aminer.cn/turing-test/v2/

POEM

L5

Mining an infinite hole outside

HIMZTTI3iE, HIERTTRIR.

~HREME, BRI,

The god of machine is still not satisfied

[llusion of bitcoins seen inside the GPU

Verified in pools to confirm the workflow

Several years it has attracted many investors

BHREE, INRREK,
TR BReE, 22K,

Deep and limited, even the robbers pursue

Eventually it turns out that Blockchain

May only be a financial trick from ancient


https://wudao.aminer.cn/turing-test/v2/
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https://wudao.aminer.cn/turing-test/v2/

Draw Pictures

https://wudao.aminer.cn/CogView/index.html

DARErTE

lﬁh.ﬂ el v Ty =— ,t-_,':

A woman in a black and A woman is on a bench A couple of young boys aman thatisona A women in a white
purple dress poses in overlooking the city. playing a game of surfboard in some water.  pouse is holding a
front of some tall grass. soccer. remote in her hands.

A bird perched on top of a clock hanging outside A red bus is driving on A beautiful young blond A red bowl filled with
a leafless tree under a of a house in a nice the road. woman talking on a food and leafy greens.
blue sky. neighborhood. phone.
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« A man with a red ball
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Turing test
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EELESINER.

) Writing

B Drawing

BN Img Caption



https://wudao.aminer.cn/turing-test/v2/
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CogVideo: Text

|

Controllable Generation via Inverse Prompting
GLM: General Language Model Pretraining
How to build a trillion-scale model

CogView: Text-to-Image
Generation

Core Algorithms




GLM: General Language Model Pretraining
with Autoregressive Blank Infilling

Z. Du et al. GLM: General Language Model Pretraining with Autoregressive Blank Infilling. ACL'22.



Pretrained LMs and NLP Tasks

Framework \ NLU \ Cond. Gen. | Uncond. Gen.

Autoregressive —
Autoencoding v

Encoder-Decoder —

GLM

None of the pretraining frameworks performs the best for all tasks.
» Autoregressive model: GPT, GPT-2, GPT-3

* Autoencoding model: BERT, RoBERTa, ALBERT
* Encoder-Decoder model: MASS, BART, PALM

Z. Du et al. GLM: General Language Model Pretraining with Autoregressive Blank Infilling. ACL'22.



All NLP Tasks are Generations

He loves to play all day and all night.

Y

Coronet has the best lines of all day cruisers. It is really [MASK] Gringo is a happy kitty. [MASK]
xr

(a) Classification task (b) Generation task

Figure 3. GLM finetune framework. (a) Formulation of the sentiment classification task as blank infilling with GLM. (b) GLM for text
generation given the context. This can be the language modeling in the zero-shot setting, or seq2seq with fine-tuning.

NLU, Cond. Gen, Uncond. Gen can be unified into the GLM generation framework

Z.Du et al. GLM: General Language Model Pretraining with Autoregressive Blank Infilling. ACL'22.



A New Pretraining Framework

NLP tasks [END] are  generation tasks

are  generation tasks

Figure 1. lllustration of GLM. We blank out text spans (green part)
and GLM is trained to generate them in an autoregressive fashion.

Multi-task pretraining
1. Sample 15% in the middle as the generation objective
2. Sample 50-100% in the end as the generation objective



GLM: Autoregressive Blank Filling

(a) Sample spans from the input text

Part A: Ty T2 [M] 74 [M]

Part B:

(b) Divide the input into Part A and Part B

(Transformer w/ masked self-attention)
M zd [M]

Position 1 1
Position 2 0

(c) Generate the Part B spans autoregressively

Query

(d) Self-attention mask

X
X
X
X
X
X
X
X
X




Results: NLU-Classification

Table 2. Results on the SuperGLUE dev set. Models with * are pre-trained for two times the number of steps of other methods.

ReCoRD COPA WSC RTE BoolQ WiC CB MultiRC
F1/Acc. Acc. Acc. Acc. Acc. Acc. Fl/Acc. Fla/EM

BERTgBase 65.4/64.9 66.0 654 70.0 749 68.8 70.9/76.8 68.4/21.5
GLM gase 73.5/72.8 71.0 721 71.2 77.0 647 89.5/85.7 72.1/26.1

Model Avg

BERTLarge 76.3/75.6 69.0 644 73.6 80.1 71.0 94.8/929 71.9/24.1
UniLMp gyge 80.0/79.1 720 654 765 80.5 69.7 91.0/91.1 77.2/38.2
GLM Large 81.7/81.1 76.0 81.7 74.0 82.1 685 96.1/94.6 77.1/36.3

GLM Lagge (multi-task) — 80.2/79.6 770 788 76.2 79.8 63.6 97.3/964 74.6/32.1
GLM 4iom (multi-task)  81.5/80.9 80.0 81.7 794 819 69.0 93.2/96.4 76.2/35.5
GLM 55y (multi-task)  82.3/81.7 85.0 81.7 79.1 81.3 694 95.0/96.4 77.2/35.0

T5Base 76.2/75.4 73.0 79.8 783 80.8 67.9 94.8/92.9 76.4/40.0
TSLarge 85.7/85.0 78.0 84.6 84.8 843 71.6 96.4/98.2 80.9/46.6
BART Y 4ge * 88.3/87.8 60.0 654 845 84.3 69.0 90.5/92.9 81.8/48.0
RoBERTay g * 89.0/88.4 90.0 635 87.0 86.1 72.6 96.1/94.6 84.4/52.9
GLM RoBERTa 89.6/89.0 82.0 837 877 84.7 712 98.7/98.2 82.4/50.1

- Better than BERT, T5. RoBERTa

Z. Du et al. GLM: General Language Model Pretraining with Autoregressive Blank Infilling. ACL'22.



Results: Uncond. Gen, Cond. Gen

Table 3. Results on Gigaword abstractive summarization

Table 4. Zero-shot language modeling results.

Model RG-1 RG2 RGL Lambada | BookWiki
MASS 377 185 349 Mode! | (Accuracy) | (Perplexity)
UniLMp qrge 385 195 358 GLM Large (uni) 0.0 > 100
GLM Lyrge 386 197  36.0 GLM | yrge (multi-task,uni) 47.4 15.1
GLM Lagge (multi-task) — 38.5 19.4 35.8 — 2d positional encoding 45.8 151
GLM 4jom (multi-task)  38.9  20.0  36.2 GLM 410m (multi-task,uni) 49.5 14.5
- GLM GLM 515y (multi-task,uni) | 504 | 139 (multi-task,uni) 50.4 13.9
Before GLM Large (bi) 10.6 > 100
Train three different models GLM e (multi-task,bi) 48.5 14.9
After — 2d positional encoding 47.3 15.0
1.25 X Larger GLM can do all the three GLM 410m (multi-task,bi) 53.5 14.3
tasks with one model! GLM 5;5m (multi-task,bi) 54.9 13.7
GPTiyge (wni) | 500 [ 144

GP TLarge (l.lI’ll)

50.1 | 14.4
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M. Ding et al. CogView: Mastering Text-to-lmage Generation via Transformers. NeurlPS'21.



CogView: Text-to-Image Generation

« CogView: 4B, 6B
Training with 30M image-text pairs on 512 V100 for 400 hours

Input Text: Input Image:

; Image Tokenizer

(The head of a lovely cat.) 1 1N (VOAE) ~

7 \E_fﬁﬂ'\]d\ﬁﬂ’\]%@o : % Discretize Recover %

1’# Text Tokenizer (sentence pieces) .1 :Cj g §
R EE N D KK B _

- Flattern
N——

1024 Image tokens, ranging from 0 to 8191.

Text tokens, ranging from 8192 to 58192.
Transformer (GPT)




Instability in Pretraining: Solutions

« Precision-Bottleneck relaxation

- Make the computation of attention
Block up the layer-wise magnification. and LayerNorm precision-friendly.

Sandwich LayerNorm

Zi4+1
Post-LN

g

-
o
w
©
s

overflow at attention

—— Pre-LN (Ir=0.1)
Sandwich-LN (Ir=0.1)
Pre-LN (Ir=0.01)

Pre-LN + PB-Relax (Ir=0.01)

- Sandwich-LN + PB-Relax (Ir=0.01)

200 300 400
Iteration

Max value in the final embeddings

DALL-E uses another solution, perResblock loss scaling and throw back some parameters back to fp32.



Towards higher resolution

The close-up view
The Big Ben of the Big Ben

» Since CogView is trained on the most complex
distribution of domain-general images, details of
the objects have already been covered.

« Finetuning it into an super-resolution model
should not be hard. (16*16 tokens => 32*32
tokens, 1 DGX*day)

(a) Center—continuous sliding window

(b) Different super—resolution results for “a tiger is playing football”.



+ Codes and Models: https.//github.com/THUDM/CogView
ReSUItS « Demo website: http://wudao.aminer.cn/CogView/index.html

8

B AttnGAN EE AttnGAN

EE DM-GAN N DM-GAN

7| == oF-can EZR DF-GAN

O Co VleW BN CogView @ CogView
37 /0 O t e u Se rS 4 9 . EIED CogView (super-resolution) 2 EED CogView (super-resolution)
(Super—resolutlon)ﬁ Recovered Ground Truth E . Recovered Ground Truth (upper bound)

(upper bound)

favor the generated | : it
images by CogView |

Recovered
Ground Truth
(upper bound)

Better than DALL.E

10
Overall Score Image Clarity Texture Quality Relevance to the Caption

(@) Human Preference. The percentage of the model .
to be chosen as best in all the questions. (b) Overall scores (1-10) for the models. (c) Scores (1-5) for the models on three important aspects.

Table 1: Metrics for machine evaluation. Statistics about DALL-E are extracted from their figures.
FID-k means that all the images are blurred by a Gaussian Filter with radius k.

Model FID-0 FID-1 FID-2 FID-4 FID-8 IS CapS

AttnGAN 352 44.0 720 108.0 100.0 23.3 0.02763
DM-GAN  26.0 39.0 73.0 119.0 1123 322 0.02801
DF-GAN  26.0 33.8 55.9 91.0 97.0 18.7 0.02802
DALL-E 275 28.0 455 83.5 8.0 179 —

SR — CogView  27.1 194 13.9 19.4 23.6 182 0.17403

—e—CogView (self-reranking) DALL-E (CLIP) —& -CogView (CLIP)



https://github.com/THUDM/CogView
http://wudao.aminer.cn/CogView/index.html

CogView?2

Input Text: Input Image:

Image Tokenizer
(VQAE)

(The head of a lovely cat.)
—RAERV VBRI,

are generation tasks

l

Discretize Recover

Decoder

(

>
o i
Text Tokenizer (sentence pieces) " 4 :‘aﬂ —
—REE N/ XE 3 ——t
. 37 = Flattern
\*\‘ / /

¥

[MASK] are generation  tasks [START] NLP

[ROI] Text Token Text Token [BASE] ‘ [BOI1] Image Token Image Token [EOI]

Transformer

Hidden I XXXEXXXX)

representation

Mix Tokens [N I

Text Text Tokens Image Image Token ( VQ-VAE )
(0-127)  ( sentencepiece, Cn-En)  ( 200000- (200128-208319)
(128-199999 ) 200127)




CogView2: Cross—Modality General Language Model

Input Text: Input Image: | } N Attention Mask
|

o ’11‘1’2 I3 $4‘$5‘$6 L7 T8
" Icetk package

.‘ i iscretize 3
Frcten Ml i Y Bl BEE
| both Image Chinese and ; \ ‘
S | BN  EEE EEN

Target tokens
for prediction

A unification of “GPT(CogView) + MAE + Image captioning”
Simplicity. No sentinel tokens, no order changing or token replacement.
Only 20 * 20 tokens... 6 billion parameters!

As a basic for future uses (super-resolution / video generation)!



A beautiful girl is hugging a husky. A lion teacher wearing a suit is in A robot is riding under the
front of a blackboard. blue and cloudy sky.

CogView?2: y o

Gaent ..:Z:Jh,ﬁ
0y /D ove 1)

Faster

text-to-image
generation

Several youths are talking in a bar.

A girl holding an oil-paper
umbrella in a rainy lane.




Table 1: Machine Evaluation Results on MS-COCO. (Downsampling CogView2 images to 256 x 256.)
“*¥" means fine-tuning on MS-COCO. “~ technique” is the ablation study without this technique.
CogView?2 achieves the best blurred FIDs over all comparable methods.

I ‘ eS u ItS Model FID-0 FID-1 FID-2 FID-4 FID-8

AttnGAN* [35] 352 440 720 1080 100.0
DM-GAN* [40] 260 390 730 1190 1123
DF-GAN* (28] 260 338 559 910 970
DALL-E [26] 275 280 455 835 850
CogView [3] 271 194 139 194 236
XMC-GAN* [36] 9.3 - -

NUWA* [33] 129 138 157 193 24

LAFITE [39] 269 230 187 157 148

Make-A-Scene* (8] 7.55 - - - -
DALL-E-2 [27] 10.9 - - - B

CogView2 24.0
~ clustering sampling 36.4
— attention upweighting ~ 24.6

CogView2*

CogView-v2
(finetuned on MS-COCO) )
CogView-v2

7.65 CogView-v1

51.45 Lafite
Recovered DF-GAN
Ground Truth
(upper bound)

Overall Score Image Clarity Texture Quality Relevance to the Caption

(a) Human Preference. The percentage of the model '
to be chosen as best in all the questions. (b) Overall scores (1-10) for the models. (c) Scores (1-5) for the models on three important aspects.

Figure 7: The results of human evaluation. CogView?2 performs the best in all the aspects.




¢« Tweet

é A Sepp Hochreiter

@HochreiterSepp
ArXiv arxiv.org/abs/2204.14217: Text-to-image system
(CogView2) competitive with DALL-E-2. 6B-parameter
hierarchical transformer for cross-modal language
model. Fine-tuning by super-resolution modules.

Tokens are re-masked and re-generated in a local
parallel auto-regressive way.

Jack Clark @jackclarkSF - May 3

@ Replying to @HochreiterSepp

h interesting research, though probably best way to show this is to let people
compare prompts across both models, so should get the (mentioned in
arxiv) demo website up

%) A Q 4 0

Q  Search Twitter

Relevant people

« B Sepp Hochreiter m
‘¥ @HochreiterSepp
Pioneer of Deep Learning and known
for vanishing gradient and the LSTM. |

mostly tweet about random ArXiv
papers which sparked my interest.

Replying to @HochreiterSepp

g Bukenya Lukman @UgandanDev - May 2
- For sure ,this is a must read.

O 0




CogView2: Cross—Modality General Language Model

Input Text: Input Image: | } N Attention Mask
|

o ’11‘1’2 I3 $4‘$5‘$6 L7 T8
" Icetk package

.‘ i iscretize 3
Frcten Ml i Y Bl BEE
| both Image Chinese and ; \ ‘
S | BN  EEE EEN

Target tokens
for prediction

A unification of “GPT(CogView) + MAE + Image captioning”
Simplicity. No sentinel tokens, no order changing or token replacement.
Only 20 * 20 tokens... 6 billion parameters!

As a basic for future uses (super-resolution / video generation)!



CogVideo: Towards text-to-video generation

https://github.com/THUDM/CogVideo

Open domain (480%480)

Text-to-video generation.

Open on
1k stars GitHUb

A woman is drinking waters.

ENER -

A woman is running
on beach at dusk.

s ~

59 watching

45 forks

AK
- @ak92501

CogVideo: Large-scale Pretraining for Text-to-Video

Generation via Transformers
github: github.com/THUDM/CogVideo

Alion man is drinking
a glass of water.

367 Retweets 129 Quote Tweets 1,443 Likes

Saramsha Dotel @saramshadotel - May 30
How long until an Al generated movie wins the Oscar?

S

Examples generated by CogVide




® Challenges: text-video alignment
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Challenges: text-video alignment

Solution:
A lion is
‘ drinking water.
« Sample frames to cover the - —RIRFIETEIRK
long video. ‘
e Lead to different o
5 Text tokenlzahon y Flatten
frame-rate: |

e Treat the frame-

rate as a condition! Transformer (Stage 1: Sequential Generation)

»  Recursive Interpolation o mepoite =T
« Another model |

Sequence 1 Sequence 2

Transformer (Stage 2: Recursive Interpolation)




Results

CogVideo 1Stage

VideoGPT

CogVideo

(@) Human preference. The percentage
of being chosen as the best.




X.Zou, D.Yin, Q. Zhong, H. Yang, Z. Yang, and J. Tang. Controllable Generation from Pre-trained Language Models via Inverse Prompting. KDD'21
J. Yu, et al. A Tuning-free Framework for Exploiting Pre-trained Language Models in Knowledge Grounded Dialogue Generation. KDD'22



Uncontrollable Prompting—based Generation

Question: Which moment did you want to live in forever?

| have been in a relationship with my boyfriend for two years. | studied abroad and he studied domestically.
Alone in a foreign country, | felt really lonely and sad. When | was in school, | felt that it was ok to be
together, working hard together and quarrelling together. | kept thinking in this way. In the last few months

of our time at the high school, | felt that he was my walking little brother. In fact, the happiest moment was

\when we were together in the “orphanage’. /

The relativeness is weak!

X.Zou, D.Yin, Q. Zhong, H. Yang, Z. Yang, and J. Tang. Controllable Generation from Pre-trained Language Models via Inverse Prompting. KDD'21



Controllable Generation Based on Inverse
Prompting

Question: Which moment did you want to live in forever?

Inverse Prompting:

41 an instant | recall the second year of high school. That afternoon, | took a sunbath on the\
playground for a long time. | then played basketball downstairs with my classmates. As the
sun set slowly, the three of us stood together on the corridor, leaning on the railing to face

the sunset. |‘'ve always wanted to live in that moment forever, but unfortunately | never

anountered a similar moment again. | just want to live in that moment. /

X.Zou, D.Yin, Q. Zhong, H. Yang, Z. Yang, and J. Tang. Controllable Generation from Pre-trained Language Models via Inverse Prompting. KDD'21



Inverse Prompting

LM Generation

Initial Prompt
Title: New York
Style: Poem Text:

Language
Model

Scoring Output
Likelihood to text:

—'_J
| —» Prompt

=== Generated Texts $Poem
I — Inverse Prompt:$Poem is from

S| | BRMPEHE
] Score:23.48

Poem “New York” .7

R
& |.-te_Score:17.29

Beam Search
Step 2

-

\ Beam Search

%3 Step 1

SRMPHR
» Score:24.69

-

-

ELGEd=EpyN
Score:26.75

-

e ————
-

BELERR.

—EBRABE
A& Score:21.27

SRWHTHT,
BERMIFR.

e e e ——
BIEMTEER,

P —r——
BIREPEER,

# Score:26.52

T arapyr—

Beam Search
Step 3

EIRMPTHE,

BEEMTEER.
ERPOHNPR,

\z_Score:27.07

ERMPEHE,
BEEMETR
AH—BRRE,

Score:26.78

jo=si + Scoring Output

LM Inverse Prompt

Beam Search
for Several
Steps
-

k4L
New York
SRWPTHH,
Clouds touch the rain in Manhattan,
BEAMLIFER,
Everything grows to revive the empire.
SHAPLNAR,
All fields are prosperous in the financial center,
IRZ) B 268
Capital brightens the future in a sudden.
LLEA MR,
The city is worshipped by all continents,
R EEHEM,
Wealth from all over the world flows day and night.
HEESEXRMN,
Unless a distant paradise rises from the sky-rim,
HREESHE,

How can somewhere else be more flourished?

Figure 1: The generation process of open-domain traditional Chinese poems under inverse prompting. Using title New York (

Wk412y» ) as an example.

Beam search using Inverse Prompting scoring for several steps.

X.Zou, D.Yin, Q. Zhong, H. Yang, Z. Yang, and J. Tang. Controllable Generation from Pre-trained Language Models via Inverse Prompting. KDD'21




Inverse Prompting

. Log Likelihood Score: 23.48
$Poem is from(poem New York | _ _ _ g
poem New York

BN Input:
KRER : MKZAZ (AEE i Title : New York Genre:
Sl Poem Text;
Language
i Output :
S5 IERR Clouds touch the rain in
from  poem Manhattan.
$boem=CIouds touch the rain
in Manhattan
PR KA .
i R — Input : o«
EX: SRETEHE BN “Clouds Touch the rain in
T Gt ok "SIRTHPEHRHE  Manhattan”is from
Title: New York Genre: Poem Text: Clouds touch the rain in Manhattan
Birf Target Output:
=k (WKLY poem New York

Inverse Prompting scoring method:

Inversely prompt the title to improve the relativeness.
Compute the log likelihood(-26.52), score=50-26.52=23.48

X.Zou, D.Yin, Q. Zhong, H. Yang, Z. Yang, and J. Tang. Controllable Generation from Pre-trained Language Models via Inverse Prompting. KDD'21



Evaluation: QA

Fluency Inform.! Relevance Overall

Method (1-5) (1-5) (1-5) (1-10)

CPM [27] 2.66 2.47 2.36 4.32

Prompting Baseline 3.44 3.25 3.21 5.97
Inverse Prompting 3.61 3.43 3.59 6.51

Human Answers 3.80 3.61 3.67 6.85

I Informativeness




Evaluation: Poem

Relevance  Aes.?
Method (1-5) (1-5)

Jiuge [28] 1.99 3.12
Search Baseline 1.16 2.44

Inverse Prompting 2.92 2.33
Inverse Prompting +ST 3.65 2.18

I Innovation
2 Aesthetics




Turing Test

Method Total Selected Selection Rate

Inverse Prompting +ST 1,656 748 45.2%
Ancient Human Poems 1,656 908 54.8%

- 45.2%



Online Generation & Offline Knowledge Curation

XDAI: eXploiting large-scale pre-trained language models in building grounded Dialogue Al systems

Online Dialogue Generation Offline Knowledge Curation

= i : Database

\\
. ; ' ]
Dialogue History ! L ) ' r Resource Integration
Selection : + Dialogue History ag :
.E } <
; External - :
' nowiedage roo c ' elavant Knowledge Sources
' Knowledge Pool | 5. | Rel Knowledge S
H ' o

Data Collection

External Knowledge Resources

@ «<|--- "éespomeé' - CIXL LY XLORE X ') biﬂg
N |

Concept Rankin; Knowledge Base Search Engine

Large-scale PLM

Interaction Prompt engineering & Generation External Information Provider

J. Yu, et al. A Tuning-free Framework for Exploiting Pre-trained Language Models in Knowledge Grounded Dialogue Generation. KDD'22



Online Generation & Offline Knowledge Curation

Dialogue History Selection

e Most relevant historical Prompt (w/o Knowledge injected) —— Generated Text———
utterances
ine ([U;; S;1.U;)
. . . Background Knowledge Knowledge QA-pairs Chat Histor Fet 2k, —He T B R
Dlalogue KnOWIEdge In]ectlon : ay badminton together!

e Most similar QA-formatted

knowledge to

e Injected before the Sports are all kinds of activiies which are
- carti dually in the process of
(6{0) I‘I‘eSp (0] nd] ng d]alogue pment to cultivate their
i iously. Ve f Yeah, badminton is a sport that can
utterance. unning. fumpine. throwing and d: improve the flexib of your arms and
g, ping. oW} a a
o ‘adopted. .. s orlzs rcl s s . shoulders. At the same llme, it can train the
P ERIRA ] 3 shoulder, elbow, wrist, knee and other parts.
BaCkground KnOWledge Addlt]()n ; cently und bads y It is an ﬂcll\'.lt)' that can 'ftrengthen your
e K T body and cultivate your mind. I would play
e D eSCFiDtion-formattEd as the * badminton when I'm free as well.

background
e Injected as the prefix of the

entire prompt text. F—Description-Formatted—f b——————————QA-Formatted————
o Generated Text
npt (w/ Knowledge injected)——————————————




Grounded on personalized condition (emotion)

Prompt: <dialogue context> [MASK] <grounded post-response>
Mechanism: Auto-regressive Blank Infilling in GLM

S24R (rritable Dai)

15 BFTIERIZE H BB thAIRREGE T,
WX

Hum, don't bother me eating chips, or don't

talk to me anymore. I hate it.

HELEAR
Why are you so pissed with me?

(RN B 7 ARER
A
Isaid I wouldn't talk to you, but you still bother
me. Forget it, you can go. Don't bother me in the
future!

HDEBKR (Gloomy Dai)

BAT

What's up? ®

HERBAERTABERB I
XIS
I just don't think there is anything worth
my efforts in my life. That's it.

At AL
Why do you think so?

BB R AREZ AT ATEE IR
HREFLHNE, eT8E2RAIFRIE I don't know. I
don't know why I should live. Maybe I'm just
boring and idle.

ZHEEERAD

Go out and have a look

thBEERYER BT AFERY.
KBNS SRl TR A
[8] Yeah, I wanted to but I'm not in the mood
since there is nothing interesting. I might as well
stay at home and play games to pass the time.

BB/ RR (Supporting Dai)
ERRABRR

I feel tired recently

IRES AR T FARGREA? Well. If

phy ly tired, you can rest. But if you are mentally
tired, you need to communicate with others more. Do
you think so?

SIMER
I am exhausted both physically and mentally. ®

REAIAZ S AZRAERRA. k. E2EE

A ARERERYF RO AR AR oA DA R F IR

B, ARFFO T AT AT T IS HEd
k with your famil ends, or

strang hey are your best friend, happy when you

are happy, and sad when you feel terrible.

BRREEUEEAT

What if I'm not in the mood?

REE T I XFRSINERNRE A
EEBFF USRS SHITESR. FE8M
BREEEE HEBEBIE
Then let it go, or it will only add to your burden.
Focus on happy thoughts. Listen to music, watch
movies, go out with friends, or read a book.



Grounded on personalized condition (character)

Prompt: <dialogue context> [MASK] <grounded post-response>
Mechanism: Auto-regressive Blank Infilling in GLM

#AIKEK (Sentimental Dai)

FL 70
Hi

BABFSROEX AT BIRETE
Well, honey you are in such a good mood today
that begin making fun of me

RERTEARE
How have you been?

BEXAKIOER EAFA DR EA2HK
KEAH 7 ARSERAIT NS 7 &EEHK,
If you are so concerned about me, why don't you
ask me? Is it that I'm too ugly? Or you are too
busy recently so you forget to cherish me?

B HRHE

I don't think you are ugly at all!

EIEL BB A RRS B NARIREB R AT AN SRR
LI BAERBEMEAT SRS
FER B LIS AT Fnk

Then why have you been so nice to all your
sisters, but so cold to me? Did I do something
wrong, honey? Please tell me, I will change.

ERYSER (Palace-drama Dai)

,’f, 1ReF
W Hi

EFERSHES.ERFNT

Your Majesty, an outing would be great today.

(RS
Where do you want to go for an outing?

HIEEBEEEEEL RS ER
B RIFBEEEEAR

I want to go to the Yimei garden for the plum
blossom.I heard that the plum trees are in full
bloom.I'm afraid it's too late to go tomorrow.

AL

Good. @

S TEERZEEE.HRRETZENX
BERT—=
If your majesty can enjoy the plum blossom
with me.the outing would be more
meaningful.

18==hR (Monkey Dai)

o {RZ2IME
Who are you?

B A BRFAIARRENTAAZE

I'm the Great Sage Equal to Heaven who caused
havoc in the heavenly palace five hundred years
ago

BBRIERAT A

So what are you now?

B2 h I IEfEm eSS
I have become a Buddha. I am doing good
deeds in Jambu-dvipa.

4 ES

Do what good?

ShiBEENANE LB ANRIES FE
BEISANEE

Carrying forward the Dharma, persuading
people to do good and helping others is the
greatest good of me.
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Open!

01

02

03

04

WuDaoCorpora: the world's largest publicly available dataset!
We released almost all codes in WuDao!
You can download >20 well-trained models!

Directly call an API to enjoy the power of WuDao!

Click here to find more:

Open Data

Open Code

Open Model

Open API



https://wudaoai.cn/

WuDao’s Today

WuDao: A super-scale model with 1.75 Trillion paratmeters.

« WubDao is very general and can be applied to different tasks

« WubDao can do QA, write poem, knowledge extraction, draw

pictures, write articles, recognize pictures, etc.
 WuDao is open to everyone

 WuDao is very expensive... and needs to reduce cost...



WuDao’s Tomorrow

Teach Machine to Think Like Humans: Beyond the Turing Test!

. Adaptation and Learning

. Definition and Contextualization
. Character Setting

. Priority and Access Control

. Call Together and Control

. Decision Making and Execution

. Probing and Editing

. Reflection and Self-Monitoring

. Logic and Flexibility

(6.1) uoniubon
O 00 ~N o U1 h W N B

The slides will be available soon at http://keg.cs.tsinghua.edu.cn/jietang (or Google “Jie Tang")



http://keg.cs.tsinghua.edu.cn/jietang

. Thanks to evéryone!"

WUDAO ‘Wenyuan
A large scale pre-training language

model with Chinese as its core . -

WUDAQ ‘Wenlan

Super large multi-modal pre-training

4 ~ model |

WUDAO.

.‘Wenhui

A new super- Iarge cognitive-oriented
. pre-training model

. WUDAO-Wensu

Super large protein sequence prediction “

pre-trainihg model

FastMoE and trillion large
model
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