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1 Introduction

We demonstrate a synchronization-free localization sys-
tem, called Whistle, for wireless sensor networks. The sys-
tem is tested in several realistic environments on commercial
off-the-shelf(COTS) devices and the mean error is 10~20
centimeters in a 9 x 9 x 4m> 3D space.

TDOA is a widely-used localization method. In existing
TDOA systems, an object to be located emits a signal and
a number of receivers at fixed positions record the arriving
time of the signal. By calculating the time difference of dif-
ferent receivers, the location of the object can be calculated.
During the process, receivers have to be synchronized. How-
ever, existing synchronization approaches often produce er-
rors which cannot be efficiently eliminated and accordingly
lower localization accuracy of TDOA systems. In addition,
synchronization is resource-consuming, since it often needs
to be carried out regularly due to clock skew and drifting.

Priyantha [2] got rid of synchronization in the Cricket sys-
tem which uses a combination of ultrasound and RF hard-
ware. But the method in Cricket cannot be widely imple-
mented, as it requires two kinds of signals emitted simulta-
neously and its hardware is expensive. In our research, we
propose a new design of TDOA localization (called Whistle)
using COTS devices without time synchronization. In our
scheme, several asynchronous receivers record a target sig-
nal and a successive signal that is generated artificially. And
we calculate TDOA of two different nodes by the elapsed
time between the two sounds.

Whistle changes the scheme of TDOA fundamentally, to-
tally releasing the synchronization requirement and avoiding
many sources of inaccuracy found in other TDOA schemes.
The time resolution relies on the sampling rate of receivers.
Using 44.1 kHz sampling rate, Whistle has a time measuring
accuracy of 0.023 ms. Such a sound recording rate is sup-
ported by most COTS devices, such as cell phones, PDAs,
MP3 players, sensor motes, etc. We implement Whistle on
COTS cell phones. Compared with other TDOA systems us-
ing specialized hardware, Whistle achieves low cost, rapid
deployment, high accuracy, and widespread use simultane-
ously.
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Figure 1. System overview.

Our contributions are: (1)designing a novel scheme of
TDOA localization in which time synchronization is not
needed; (2)developing several techniques to increase time
resolution and avoid a number of time uncertainties founded
in other TDOA systems.

In the following, we present the three major components
of Whistle: controlling mechanism of sensors, real-time data
transmission, and location computation.

2 System Design

2.1 System Architecture

Fig. 1 shows the system architecture of Whistle. The sys-
tem is composed of a management server on which a lo-
calization GUI is running, and sensor nodes whose micro-
phones can record sound with 44.1kHz sample rate. The
server displays sensor’s information on its visualization in-
terface, by which users can issue orders to sensors. A sen-
sor node consists of an operation interface, a record-output
thread and a playing thread. A sensor’s recording data are
written to its storage card as a .wav file. There is a sound
source S in the sensors. One specific sensor ' called base
node emits sound after S. For simplicity, we also use S and
S’ to denote the sound emitted by them. The sound source
and the base node don’t record, only emitting sound in due
time. The other sensors which don’t emit sound are called
anchors. The base node and the anchors all know their posi-
tions.



Figure 2. Localization equipments.

2.2 Intercommunications

A complete localization course is realized through inter-
communications between the server and sensors. Firstly, all
the sensors must connect to the server. We implement it
by connecting the server and sensors to a WLAN, and in-
putting the server IP into sensors’ operation interfaces man-
ually. After connecting successfully, sensors send their basic
information, including IP, location(S doesn’t have it), name,
etc. to the server. These information would be shown in the
server’s clients list. Secondly, with adequate sensors, a user
can start a round of localization by sending commands of
starting recording to anchors. Having ensured all the anchors
are in recording state by ACK from them, the server automat-
ically orders S and S’ to emit sound successively. After re-
ceiving ACK, which shows the completion of sound playing
at 8, the server demands of all the nodes to finish recording
and send its recording data to the server.

2.3 Real-time Data transmission

From correlating the recording data with sample data,
with a known sample rate, we can calculate the elapsed time
between the two sounds, by which the arrival-time difference
of two different nodes can be got through our method. But
the problem is: Should we perform this calculation on indi-
vidual sensor, or on the server? In practice, we find that in
the former plan, it takes about one and a half minutes for a
sensor to analyze a 5-second recording file which contains
about 220 thousand samples with a linear-time correlation
algorithm; in the latter plan, a compressed 5-second file’s
size is about 25Kb and can be sent to the server through a
54Mbps WLAN immediately. The calculation on sensor is a
bottleneck, so we choose the latter scheme. If the sensor is
more capable and the network bandwidth is narrower, maybe
we adapt the former.

2.4 Calculations on the Server

As mentioned above, the server analyzes the recording
files to get the elapsed time between the two sounds, and
calculates TDOA of two different nodes by the node posi-
tions and elapsed time. Having all the TDOAs, We choose
the algorithm proposed by Y.T.Chan and K.C.Ho [3] to get
the result. Finally we show the sound source’s position on
the server’s visualization interface.
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3 Implementation

To build a prototype, we use eight cell phones consisting
of six Dopod P800, one O2 XDA Atom and one SonyEric-
sson XPeria. Part of them can be seen in Fig. 2. Each of
them has a pair of built-in speaker and microphone, and a
WiFi module. We use the O2 cell phone as the base node,
the Sony cell phone as the sound source, and all other Dopod
cell phones as receivers. The signals S and S’ are designated
to the linear chirp sound. We organize these eight cell phones
and an AP(TP-LINK) into a star-like network where all cell
phones connect directly to an AP(seen in Fig. 3). The AP
connects to the server, which is a laptop or a PC where the
solution is got. Using the Windows Mobile 6.0 SDK, we de-
velop the software level of Whistle, and deploy them to cell
phones.

4 Demonstration

In the demonstration, we would show the following capa-
bilities of our system:

1. Localization accuracy: We test our system in a 10x 10
m? area. After emission, intercommunication, and calcula-
tion, we get the location of S and compare it with the mea-
surement value.

2. Real-time feature: After the emission of source sound,
Whistle can achieve a high-accuracy result within about 10
seconds, which is short enough for continuous localizing
tasks in sensor networks, such as object tracking.
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Figure 3. The demonstration with 8 sensors. A~F are
anchors. All sensors connect directly to the laptop.



