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Graph Pre-Training
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• billion-scale GNN
• most cited WWW’20
• used in MSFT

HGT
(WWW’20)

• autoreg pre-train
• used in MSFT
• used in FB

GPT-GNN
(KDD’20)

• masked pre-train
• most cited in

KDD’22

GraphMAE
(KDD’22)

• contrastive pre-train
• top cited in KDD’20

GCC
(KDD’20)

• masked pre-train
• +4% age pred in

gaming

GraphMAE2
(WWW’23)

• hetero. NE
• most cited in

KDD’18

metapath2vec
(KDD’17)

• NE theory of DeepW,
LINE, node2vec…
• top cited WSDM’18

NetMF
(WSDM’18)

• 100M nodes
• best paper

candidate
• used in MSFT

NetSMF
(WWW’19)

• 3.5B nodes in 1
hour w/ accuracy
superiority

SketchNE
(TKDE’23)

• 100M nodes
• 10-400X speedup

ProNE
(IJCAI’19)

Structural Embedding



Graphs in Society

Social & Office Graph

Internet

Knowledge Graph

Transportation
figure credit: Web

Academic Graph

Electrical Grid Network
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Graphs in Nature

Human Disease Networks Protein-Protein InteractionsFood Web

Biological Neural Networks Brain Networks

figure credit: Web

Molecules
Graphs are widely used for

abstracting complex systems of
interacting objects!

4



1930s oSociogram [Moreno]

oHomophily [Lazarsfeld & Merton]
oBalance Theory [Heider et al.]oRandom Graph [Erdos, Renyi, Gilbert]

oDegree Sequence [Tuttle, Havel, Hakami]

1950s

1960s

1970s

oSmall Worlds [Milgram]
oThe Strength Of Weak Tie [Granovetter]

1992oStructural Hole [Burt]
oDunbar’s Number [Dunbar]

1997

1998/9

2000~2004

2005~2009

2010~2013

2014~2022

Graph & Network Research
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oSmall Worlds [Watts & Strogatz]
oScale Free [Barabasi & Albert]
oPower Law [Faloutsos × 3]

oHITS [Kleinberg]
oPageRank [Page & Brin]
oHyperlink Vector Voting [Li]

o Inf. Max’n [Domingos & Kempe et al.]
oComm. Detection [Girvan & Newman]
oNetwork Motifs [Milo et al.]
oLink Pred. [Liben-Nowell & Kleinberg]

oGraph Evolution [Leskovec et al.] 
oSocial Influence Analysis [Tang et al.]
oNetwork Heterogeneity [Sun & Han]
oNetwork Embedding [Tang & Liu]
oComputer Social Science [Lazer et al.]

o Info. vs. Social (Twitter) [Kwak et al.]
oSigned Networks [Leskovec et al.]
oSemantic Social Networks [Tang et al.]
o4 Deg. Of Separation [Backstrom et al.]
oStructural Diversity [Ugander et al.]
oComputational Social Science [Watts]

oNetwork Embedding [Perozzi et al.]
oGraph Conv. Networks [Kips & Welling]
oGraph Conv. N [Niepert, Defferrard et al.]



hand-crafted latent feature matrix

Graph Representation Learning

Z

• Input: a network 𝐺 = (𝑉, 𝐸)
• Output: 𝒁 ∈ 𝑅 ! ×# , 𝑘 ≪ |𝑉|, 𝑘-dim vector 𝒁$ for each node v.

Graph & Network applications
• Node classification
• Link prediction
• Community detection
• Anomaly detection
• Social influence
• Graph evolution
• … … 
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feature engineering learning



Graph Representation Learning: An Example
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• Input: a graph 𝐺 = (𝑉, 𝐸)
• Output: 𝒁 ∈ 𝑅 ! ×# , 𝑘 ≪ |𝑉|, 𝑘-dim vector 𝒁$ for each node v.
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CMU

a1

a2

a3

a4

a5

p1

p2

p3

input layer hidden 
layer

output layer

prob. that 
ACL appears

prob. that 
KDD appears

prob. that 
a3 appears

prob. that 
a5 appears

prob. that 
CMU appears

prob. that 
p3 appears|V|-dim

|Vp| x kP

prob. that 
p2 appears

|Vo| x ko

|VA| x kA

|VV| x kV

Dong, Chawla, Swami. metapath2vec: scalable representation learning for heterogeneous networks. In KDD 2017.
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Graph Representation Learning: An Example

Harvard

ColumbiaYale

UChicagoJohns Hopkins

Microsoft

GoogleAT&T Labs

MIT

Facebook

CMU



Graph Representation Learning: An Example

word2vec [Mikolov, 2013] DeepWalk / node2vec metapath2vec

Dong, Chawla, Swami. metapath2vec: scalable representation learning for heterogeneous networks. In KDD 2017.



(Tr)Billion-Scale, Heterogeneous, Dynamic, No Labels, Many Tasks

Figure Credit: Microsoft/LinkedIn/Facebook

Facebook Entity Graph

Microsoft/AMiner Academic Graph

LinkedIn Economic Graph

Microsoft Office Graph



Nodes features: 𝑿

Edges / Links: 𝑨

Representations

Self-supervised 
SignalsGNN

Encoder𝐺(𝑨, 𝑿)

- Supervise graph models by using unlabeled data
- Task-specific labeled data — Expensive to obtain
- Unlabeled data — Abundant

- How to utilize unlabeled data effectively?
- Self-supervised learning

GNN Pre-Training



Hu, et al. Heterogeneous Graph Transformer. WWW 2020. Most cited in WWW’20.

Heterogeneous Graph Transformer (HGT)



Case Study

DB + Networking + IR

DM + Networking + IR + DB
DB + DM

ML + DB + Web + AI + NLP!!!

CV + ML + AI

ML + CV + DL + NLP

Experiments done w/o 2020 data!

Hu, Dong, Wang, Sun. Heterogeneous Graph Transformer. WWW 2020



What is the Best Part of HGT? 

Learn meta-paths & their weights implicitly and automatically!

Hu, Dong, Wang, Sun. Heterogeneous Graph Transformer. WWW 2020.



Powering the Microsoft Office Graph

One enterprise graph (monthly)
• 1.6 billion entities

o 7 types of entities
• 7.8 trillion edges 

Prec. Recall F1 Accu.

GraphSage +0.00 +0.09 +0.06 +0.03

Graph Attention +0.01 +0.11 +0.08 +0.03

HGT +0.01 +0.30 +0.19 +0.07

Anomaly detection on Microsoft Office Graph



Nodes features: 𝑿

Edges / Links: 𝑨

Representations

Self-supervised 
SignalsGNN

Encoder𝐺(𝑨, 𝑿)

- Supervise graph models by using unlabeled data
- Task-specific labeled data — Expensive to obtain
- Unlabeled data — Abundant

- How to utilize unlabeled data effectively?
- Self-supervised learning

GNN Pre-Training



GNN Pre-Training

1.Hu, Dong, Wang, Chang, Sun. GPT-GNN: Generative Pre-Training of Graph Neural Networks. KDD 2020.



GPT-GNN: Generative Pre-Training of GNNs

• Model the graph distribution by learning to reconstruct the input graph.
– Factorize the graph likelihood into two terms: 

• Attribute Generation
• Edge Generation

Design an efficient GNN framework to optimize 

attribute and edge masked
input graph

𝑖

1.Hu, Dong, Wang, Chang, Sun. GPT-GNN: Generative Pre-Training of Graph Neural Networks. KDD 2020.

Lose the dependency between 𝑋𝑖 and 𝐸𝑖



GPT-GNN: Generative Pre-Training of GNNs

• Model the graph distribution by learning to reconstruct the input graph.
– Factorize the graph likelihood into two terms: 

• Attribute Generation: given observed edges, generate node attributes
• Edge Generation: given observed edges and generated attributes, generate masked edges

Design an efficient GNN framework to optimize 

attribute and edge masked
input graph

𝑖

1.Hu, Dong, Wang, Chang, Sun. GPT-GNN: Generative Pre-Training of Graph Neural Networks. KDD 2020.



GPT-GNN: Generative Pre-Training of GNNs

GPT-GNN

attribute
generation

attribute and edge masked
input graph

GPT-GNN

node
classification

the same input graph or graphs of the same domain

link
prediction recommendation

…

Pre-Training Fine-Tuning

GPT-GNN GPT-GNN

+

-

+
?

?

?
?

edge
generation



GPT-GNN: Generative Pre-Training of GNNs

Pre-Train Fine-Tune

• Attribute Generation
• Edge Generation

• Inferring the topic of each paper
• Inferring the venue of each paper
• Author name disambiguation

Tasks:

• Data: Microsoft Academic Graph

Base GNN model: Heterogeneous Graph Transformer (HGT)



GPT-GNN: Generative Pre-Training of GNNs

Pre-Train Fine-Tune

CS Academic Graph CS Academic Graph

Med, Bio, Physics…

CS before 2014

CS Academic Graph

CS after 2014

Med, Bio, Physics…
before 2014 CS after 2014

No Transfer:

Field Transfer:

Time Transfer:

Time + Field
Transfer:

• Data: Microsoft Academic Graph

1.Hu, Dong, Wang, Chang, Sun. GPT-GNN: Generative Pre-Training of Graph Neural Networks. KDD 2020.



GPT-GNN: Generative Pre-Training of GNNs

• All pre-training frameworks help the
performance of GNNs
o GAE, GraphSage, Graph Infomax
o GPT-GNN

• GPT-GNN helps the most by achieving a
relative performance gain of 9.1% over the 
base model without pre-training

• Both self-supervised tasks in GPT-GNN
help the pre-training framework
o Attribute generation
o Edge generation

1.Hu, Dong, Wang, Chang, Sun. GPT-GNN: Generative Pre-Training of Graph Neural Networks. KDD 2020.



GPT-GNN: Generative Pre-Training of GNNs

Pre-Train Fine-Tune

• Attribute Generation
• Edge Generation

• Inferring the topic of each paper
• Inferring the venue of each paper
• Author name disambiguation

Tasks:

• Data: Microsoft Academic Graph

Base GNN model: Heterogeneous Graph Transformer (HGT)

1.Hu, Dong, Wang, Chang, Sun. GPT-GNN: Generative Pre-Training of Graph Neural Networks. KDD 2020.



The Promise of Graph Pre-Training!



The Promise of Graph Pre-Training!

During fine-turning

The GNN model w/o pre-training with 100% training data
VS

The pre-trained GNN model with 10-20% training data

1.Hu, Dong, Wang, Chang, Sun. GPT-GNN: Generative Pre-Training of Graph Neural Networks. KDD 2020.



Powering the Microsoft Office Graph

One enterprise graph (monthly)
• 1.6 billion entities

o 7 types of entities
• 7.8 trillion edges 

Prec. Recall F1 Accu.

GraphSage +0.00 +0.09 +0.06 +0.03

Graph Attention +0.01 +0.11 +0.08 +0.03

HGT +0.01 +0.30 +0.19 +0.07

Pre-trained 
HGT on 

one 
enterprise

Other 
enterprise 

customers w/o 
data access

Anomaly detection on Microsoft Office Graph



GPT-GNN: Generative Pre-Training of GNNs

GPT-GNN

attribute
generation

attribute and edge masked
input graph

GPT-GNN

node
classification

the same input graph or graphs of the same domain

link
prediction recommendation

…

Pre-Training Fine-Tuning

GPT-GNN GPT-GNN

+

-

+
?

?

?
?

edge
generation



Graph AutoEncoder

• 𝐺 = (𝑉, 𝐴, 𝑋)
– 𝐴 ∈ 0, 1 /×/: adjacency matrix 
– 𝑋 ∈ ℝ/×0: node features

• Encoding
– 𝐻 = 𝑓1 𝐴, 𝑋

• Decoding
– 𝐺2 = 𝑓3 𝐴,𝐻

• Reconstruction objectives 
– graph structure (link)
– node features 

𝑿 𝑨

Encoder

𝑯

Decoder

1𝑿 1𝑨



Reconstruction
Target

Reconstruction 
Method

Decoding 
Strategy

Error 
Function



GraphMAE

Hou et al. "GraphMAE: Self-supervised masked graph autoencoders." KDD’22



Masked Feature Reconstruction

– Feature construction as the learning objective
– Masked feature reconstruction

1. Sample a subset of nodes !𝑉 ⊂ 𝑉
2. Replace node feature with [MASK]

• 𝐻 = 𝑓!(𝐴, (𝑋)



GNNs as Decoder with Re-Mask Decoding

• s

• Use a GNN as the decoder
– A more expressive decoder helps reconstruct low informative features

• Re-mask node features before decoder
– Re-mask the “masked” nodes

• 3𝐻 = Remask 𝐻 , 𝑍 = 𝑓3(𝐴, 3𝐻)



Scaled Cosine Error as the Criterion

• MSE fails, especially for continuous features 
– Sensitivity & low selectivity

𝐿451 =
1
| ?𝑉|

A
6!∈78

𝑥9 − 𝑧9 :

• Scaled cosine error as the criterion 
– Cosine error & scaled coefficient



Reconstruction
Target

Reconstruction 
Method

Decoding 
Strategy

Error 
Function



GraphMAE



Downstream Tasks

37

Node Classification Graph Classification

Code: https://github.com/THUDM/GraphMAE

Transfer Learning

https://github.com/THUDM/GraphMAE


GraphMAE: Masked Graph Pre-Training

Hou et al. "GraphMAE: Self-supervised masked graph autoencoders." KDD’22



However…

• Problems in masked-feature-prediction
– more sensitive to the discriminability of input features.

- raw : the original node features
- w/ PCA : the input features are reduced to 50-dimensional vectors using PCA 



GraphMAE2

• Multi-view random re-mask decoding
• Latent representation prediction
• Scaling to large-scale graphs with local clustering

Hou et al. GraphMAE2: A Decoding-enhanced Masked Self-supervised Graph Learner. WWW’23.



Code: https://github.com/THUDM/GraphMAE2

- Setting: training a linear classifier
- GraphMAE2 consistently outperforms all baselines

- Improves GraphMAE on OGB benchmarks

Linear Probing

OGB benchmarks

https://github.com/THUDM/GraphMAE2


GNN Pre-Training on the “Same” Networks

GPT-GNN

attribute
generation

attribute and edge masked
input graph

GPT-GNN

node
classification

the same input graph or graphs of the same domain

link
prediction recommendation

…

Pre-Training Fine-Tuning

GPT-GNN GPT-GNN

+

-

+
?

?

?
?

edge
generation

1.Ziniu Hu et al. GPT-GNN: Generative Pre-Training of Graph Neural Networks. KDD 2020.
2.Zhenyu Hou et al. GraphMAE: Self-supervised graph autoencoders. KDD 2022.
3.Zhenyu Hou et al. GraphMAE2: A Decoding-enhanced Masked Self-supervised Graph Learner. WWW’23.



So Many Graphs

Social & Office Graph

Internet

Knowledge Graph

Transportation
figure credit: Web

Academic Graph

Electrical Grid Network
47



GNN Pre-Training

1.Jiezhong Qiu et al. GCC: Graph Contrastive Coding for Graph Neural Network Pre-Training. KDD 2020.



Graph Contrastive Coding (GCC)
Contrastive learning across different graphs
• Q1: How to define instances in graphs?
• Q2: How to define (dis) similar instance pairs in and across graphs?
• Q3: What are the proper graph encoders? 

Subgraph instance 
discrimination

1.Jiezhong Qiu et al. GCC: Graph Contrastive Coding for Graph Neural Network Pre-Training. KDD 2020.
2.Code & Data for GCC: https://github.com/THUDM/GCC

https://github.com/THUDM/GCC


GCC Pre-Training / Fine-Tuning
• Pre-train on six graphs

• Fine-tune on different graphs
– US-Airport & AMiner academic graph

• Node classification
– COLLAB, RDT-B, RDT-M, & IMDB-B, IMDB-M

• Graph classification
– AMiner academic graph

• Similarity search

• The base GNN
– Graph Isomorphism Network (GIN)

1.Jiezhong Qiu et al. GCC: Graph Contrastive Coding for Graph Neural Network Pre-Training. KDD 2020.
2.Code & Data for GCC: https://github.com/THUDM/GCC

https://github.com/THUDM/GCC


Results
Node Classification

Graph Classification

Similarity Search

1.Jiezhong Qiu et al. GCC: Graph Contrastive Coding for Graph Neural Network Pre-Training. KDD 2020.
2.Code & Data for GCC: https://github.com/THUDM/GCC

https://github.com/THUDM/GCC


Does the Pre-Training of GNNs Learn 
the Universal Structural Patterns across Networks?

GCC: universal patterns?

subgraph instance discrimination

GCC

node
classification

Pre-Training Fine-Tuning

Facebook IMDB DBLP US-Airport

GCC

graph
classification

Reddit

…

1.Jiezhong Qiu et al. GCC: Graph Contrastive Coding for Graph Neural Network Pre-Training. KDD 2020.
2.Code & Data for GCC: https://github.com/THUDM/GCC

https://github.com/THUDM/GCC


1930s oSociogram [Moreno]

oHomophily [Lazarsfeld & Merton]
oBalance Theory [Heider et al.]oRandom Graph [Erdos, Renyi, Gilbert]

oDegree Sequence [Tuttle, Havel, Hakami]

1950s

1960s

1970s

oSmall Worlds [Migram]
oThe Strength Of Weak Tie [Granovetter]

1992oStructural Hole [Burt]
oDunbar’s Number [Dunbar]

1997

1998/9

2000~2004

2005~2009

2010~2013

2014~2022
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oSmall Worlds [Watts & Strogatz]
oScale Free [Barabasi & Albert]
oPower Law [Faloutsos × 3]

oHITS [Kleinberg]
oPageRank [Page & Brin]
oHyperlink Vector Voting [Li]

o Inf. Max’n [Domingos & Kempe et al.]
oComm. Detection [Girvan & Newman]
oNetwork Motifs [Milo et al.]
oLink Pred. [Liben-Nowell & Kleinberg]

oGraph Evolution [Leskovec et al.] 
oSocial Influence Analysis [Tang et al.]
oNetwork Heterogeneity [Sun & Han]
oNetwork Embedding [Tang & Liu]
oComputer Social Science [Lazer et al.]

o Info. vs. Social (Twitter) [Kwak et al.]
oSigned Networks [Leskovec et al.]
oSemantic Social Networks [Tang et al.]
o4 Deg. Of Separation [Backstrom et al.]
oStructural Diversity [Ugander et al.]
oComputational Social Science [Watts]

oNetwork Embedding [Perozzi et al.]
oGraph Conv. Networks [Kips & Welling]
oGraph Conv. N [Niepert, Defferrard et al.]

Does the Pre-Training of GNNs Learn 
the Universal Structural Patterns across Networks?



Graph Pre-Training
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• billion-scale GNN
• most cited WWW’20
• used in MSFT

HGT
(WWW’20)

• autoreg pre-train
• used in MSFT
• used in FB

GPT-GNN
(KDD’20)

• masked pre-train
• most cited in

KDD’22

GraphMAE
(KDD’22)

• contrastive pre-train
• top cited in KDD’20

GCC
(KDD’20)

• masked pre-train
• +4% age pred in

gaming

GraphMAE2
(WWW’23)

• hetero. NE
• most cited in

KDD’18

metapath2vec
(KDD’17)

• NE theory of DeepW,
LINE, node2vec…
• top cited WSDM’18

NetMF
(WSDM’18)

• 100M nodes
• best paper

candidate
• used in MSFT

NetSMF
(WWW’19)

• 3.5B nodes in 1
hour w/ accuracy
superiority

SketchNE
(TKDE’23)

• 100M nodes
• 10-400X speedup

ProNE
(IJCAI’19)

Structural Embedding



Pre-Train Graphs with Language/Image/Knowledge

Facebook Entity Graph

Microsoft/AMiner Academic Graph

LinkedIn Economic Graph

Microsoft Office Graph

Figure Credit: Microsoft/LinkedIn/Facebook



Autoimmunity
Insulin resistance

Nephropathy

Pregnancy

Diabetic retinopathy

Kidney disease

Insulin

Streptozotocin

Cytokine

Glucagon

Insulin glargine

Pancreas transplantation

Insulin lispro

Insulin aspart
Physical exercise

Regular insulin

Insulin degludec

Pramlintide

Edmonton protocol

Insulin glulisine

Acarbose

Diabetic diet

Miglitol
Autoimmune disease

Microalbuminuria

Albuminuria

Ketoacidosis

Weight loss

Polyuria

Polydipsia

Glycosuria

Polyphagia

Muscle cramp

Blurred vision

Diabetes

Cause Symptom Treatment

Neural Symbolic Reasoning
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Cause Symptom Treatment

Neural Symbolic Reasoning
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Open Research

https://github.com/THUDM



1. Zhenyu Hou, et al. GraphMAE: Self-Supervised Masked Graph Autoencoders. KDD 2022.
2. Xiao Liu, et al. Mask and Reason: Pre-Training Knowledge Graph Transformers for Complex Logical Queries. KDD 2022.
3. Xiao Liu, et al. SelfKG: Self-Supervised Entity Alignment in Knowledge Graphs. WWW 2022. Best Paper Candidate.
4. Wenzheng Feng, et al. GRAND+: Scalable Graph Random Neural Networks. WWW 2022.
5. Yukuo Cen, et al. CogDL: A Unified Library for Graph Neural Networks. https://cogdl.ai/.
6. Chenhui Zhang, et al. SCR: Training Graph Neural Networks with Consistency Regularization. arXiv.
7. Tinglin Huang, et al. MixGCF: An Improved Training Method for Graph Neural Network-based Recommender Systems. KDD 2021.
8. Xu Zou, et al. TDGIA: Effective Injection Attacks on Graph Neural Networks. KDD 2021.
9. Wenzheng Feng, et al. Graph Random Neural Networks for Semi-Supervised Learning on Graphs. NeurIPS 2020.
10. Weihua Hu et al. Open Graph Benchmark: Datasets for Machine Learning on Graphs. NeurIPS 2020.
11. Ziniu Hu et al. GPT-GNN: Generative Pre-Training of Graph Neural Networks. KDD 2020. Top cited in KDD’20
12. Jiezhong Qiu et al. GCC: Graph Contrastive Coding for Graph Neural Network Pre-Training. KDD 2020. Most cited in KDD’20
13. Ziniu Hu et al. Heterogeneous Graph Transformer. WWW 2020. Most cited in WWW’20
14. Yuxiao Dong et al. Heterogeneous Network Representation Learning. IJCAI 2020.
15. Jie Zhang et al. ProNE: Fast and Scalable Network Representation Learning. IJCAI 2019.
16. Jiezhong Qiu et al. NetSMF: Large-Scale Network Embedding as Sparse Matrix Factorization. WWW 2019. Best Paper Candidate
17. Jiezhong Qiu et al. Network Embedding as Matrix Factorization: Unifying DeepWalk, LINE, PTE, and node2vec. WSDM 2018. 2nd Most

cited in WSDM’18
18. Yuxiao Dong et al. metapath2vec: Scalable Representation Learning for Heterogeneous Networks. KDD 2017. Most cited in KDD’17

Thank you!
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How to Encode Graph Structures?

62

“Graph, a structure made of vertices and edges”

VS.



Image Credit: Perozzi et al. DeepWalk: Online learning of social representations. In KDD’ 14, pp. 701–710.
63

𝑣!
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𝑣!"$

𝑣!%$
𝑣!%#

random walk skip-gram

Network Embedding: Random Walk + Skip Gram



𝑣!

𝑣!"#
𝑣!"$

𝑣!%$
𝑣!%#

Network Embedding: Random Walk + Skip Gram

Random Walk Strategies:
o DeepWalk (walk length > 1)
o LINE          (walk length = 1)
o PTE (walk length = 1)
o node2vec (biased random walk)

1. Perozzi et al. DeepWalk: Online learning of social representations. In KDD’ 14. Most Cited Paper in KDD’14.
2. Tang et al. LINE: Large scale information network embedding. In WWW’15. Most  Cited Paper in WWW’15. 
3. Grover and Leskovec. node2vec: Scalable feature learning for networks. In KDD’16. 2nd Most Cited Paper in KDD’16.

random walk skip-gram



log(
#(𝒘, 𝒄)|𝒟|
𝑏#(𝑤)#(𝑐)

)
• 𝐺: graph
• 𝑨: adjacency matrix 
• 𝑫:degree matrix
• 𝑣𝑜𝑙 𝐺 : volume of 𝐺

Levy and Goldberg. Neural word embeddings as implicit matrix factorization. In NIPS 2014

• #(w,c): co-occurrence of w & c
• #(w): occurrence of word w
• #(c): occurrence of context c
• 𝒟: word−context pair (w, c) multi−set
• |𝒟|: number of word-context pairs

Understanding Random Walk + Skip Gram

Graph Language NLP Language

𝑣!

𝑣!"#
𝑣!"$

𝑣!%$
𝑣!%#

random walk skip-gram



Understanding Random Walk + Skip Gram

Suppose the multiset is constructed based on random walk on 

Distinguish direction and distance

• Formally, for 𝑟 = 1, 2,⋯ , 𝑇, we define 

• #(w,c): co-occurrence of w & c
• #(w): occurrence of word w
• #(c): occurrence of context c
• 𝒟: word−context pair (w, c) multi−set
• |𝒟|: number of word-context pairs

NLP Language

1. Qiu, Dong, Ma, Li, Wang, Tang. Network embedding as matrix factorization: unifying deepwalk, line, pte, and node2vec. In WSDM’18



Understanding Random Walk + Skip Gram

the length of random walk 𝐿 → ∞

1. Qiu, Dong, Ma, Li, Wang, Tang. Network embedding as matrix factorization: unifying deepwalk, line, pte, and node2vec. In WSDM’18



𝑤!

𝑤!"#
𝑤!"$

𝑤!%$
𝑤!%#

DeepWalk is asymptotically and implicitly factorizing 

Understanding Random Walk + Skip Gram

𝑣𝑜𝑙 𝐺 =;
!

;
"

𝐴!"

𝑨 Adjacency matrix
𝑫 Degree matrix

b: #negative samples
T: context window size

1. Qiu, Dong, Ma, Li, Wang, Tang. Network embedding as matrix factorization: unifying deepwalk, line, pte, and node2vec. In WSDM’18 



Unifying DeepWalk, LINE, PTE, & node2vec as Matrix Factorization

• DeepWalk

• LINE

• PTE  

• node2vec

𝑣𝑜𝑙 𝐺 =;
!

;
"

𝐴!"

𝑨 Adjacency matrix
𝑫 Degree matrix

b: #negative samples
T: context window size

𝑇 = 1

1. Perozzi et al. DeepWalk: Online learning of social representations. In KDD’ 14. Most Cited Paper in KDD’14.
2. Tang et al. LINE: Large scale information network embedding. In WWW’15. Most  Cited Paper in WWW’15. 
3. Grover and Leskovec. node2vec: Scalable feature learning for networks. In KDD’16. 2nd Most Cited Paper in KDD’16.



NetMF: Explicitly Factorizing the Matrix

𝑤!

𝑤!"#
𝑤!"$

𝑤!%$
𝑤!%#

DeepWalk is asymptotically and implicitly factorizing 

1. Qiu et al. Network embedding as matrix factorization: unifying deepwalk, line, pte, and node2vec. In WSDM’18

Matrix 
Factorization 

(NetMF)

𝑣𝑜𝑙 𝐺 =;
!

;
"

𝐴!"

𝑨 Adjacency matrix
𝑫 Degree matrix

b: #negative samples
T: context window size



NetMF

𝑺 =

1. Construction of 𝑺
2. Factorization of 𝑺

1. Qiu, Dong, Ma, Li, Wang, Tang. Network embedding as matrix factorization: unifying deepwalk, line, pte, and node2vec. In WSDM’18 



Challenge?

𝑛# non-zeros
Dense!!

𝑺 =

Time complexity
𝑂(𝑛$)

six (four) degrees of separation



How to Solve it? 

NetSMF—Sparse
1. Sparse Construction of 𝑺
2. Sparse Factorization of 𝑺

𝑺 =

1. Qiu, Dong, Ma, Li, Wang, Wang, Tang. NetSMF: Network embedding as sparse matrix factorization. In WWW 2019. 

NetMF
1. Construction of 𝑺
2. Factorization of 𝑺



Sparsify 𝑺

For random-walk matrix polynomial

where                        and      non-negative

One can construct a 1 + 𝜖 -spectral sparsifier ?𝑳 with                        non-zeros 

in time 

𝑺 =

for undirected graphs

1. Dehua Cheng, Yu Cheng, Yan Liu, Richard Peng, and Shang-Hua Teng. Spectral sparsification of random-walk matrix polynomials. arXiv:1502.03496. 2015.

Bounded 



An Bounded Approximation Error

𝑴

3𝑴



NetSMF

Factorize the constructed matrix

1. Qiu, Dong, Ma, Li, Wang, Wang, Tang. NetSMF: Network embedding as sparse matrix factorization. In WWW 2019. 



• Effectiveness: NetMF (explicit MF) ≈ NetSMF (sparse MF) > DeepWalk/LINE (implicit MF)

• Scalability: NetSMF can handle billion-scale network embedding . 

Results

30% improvements 
over LINE 
(Micro-F1)

100% improvements 
over LINE 
(Macro-F1)

~100 million nodes
~1 billion edges

M
ic

ro
-F

1
M

ac
ro

-F
1
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Yuyang Xie
Tsinghua



1. Qiu, Dong, Ma, Li, Wang, Wang, Tang. NetSMF: Network embedding as sparse matrix factorization. In WWW 2019. 

1. Eigen-decomp. to 
get low rank ! ≈ #$T: ! "#$ + &!$ 	

S: !(# + &!)
2. Construct
%!(#$)

3. Factorize
%!(#$)

1. Fast eigen-
decomp. to get low

rank ! ≈ #$

2. Sparse-sign randomized single pass 
SVD to avoid explicit construction & 

factorization of %!(#$)

2.Factorize 
sparse %!(!)

Time: !(*#$ + *&$!)
Space: !(# + &$)

T: ! +(+ + ,)#log& + &,!
S: !(+#log& + # + &,)

SketchNE

NetSMF/LightNE

NetMF

Goal:
To factorize

matrix %!(!)

1.Construct 
sparse %!(!)

Yuyang Xie et al., SketchNE: Embedding Billion-Scale Networks Accurately in One Hour.

SketchNE: Embedding 3.5B nodes (225B edges) in 1 hour



80Yuyang Xie et al., SketchNE: Embedding Billion-Scale Networks Accurately in One Hour.

Node Classification



81Yuyang Xie et al., SketchNE: Embedding Billion-Scale Networks Accurately in One Hour.

Link Prediction



82Yuyang Xie et al., SketchNE: Embedding Billion-Scale Networks Accurately in One Hour.



A Brief History of Network/Graph Embedding

Spectral Partitioning [Donath, Hoffman]

Image Segmentation [Shi & Malik]

1973

2009

2016

Spectral Clustering [Ng et al.]
2000

2014
2015

1996

node2vec [Grover & Leskovec]

2005
2002

Fiedler Vector [Fiedler]

A large body of literature
[Pothen et al.] [Simon] [Bolla], 
[Hagen & Kahng] [Hendrickson & Leland]
[Barnard et al.] [Spielman & Teng]

Spectral Clustering v.s. Kernel k-means [Dhillon et al.]

2013word2vec (skip-gram) [Mikolov et al.]

LINE & PTE [Tang et al.]
DeepWalk [Perozzi et al.]

2018 NetMF [Qiu et al.]

Graph convolutional network

Images are extracted from related academic publications

2017

2019
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metapath2vec [Dong et al.]

NetSMF [Qiu et al.], ProNE [Zhang et al.]

SketchNE [Xie et al.]2022
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• theoretical understanding of NE
• 2nd most cited in WSDM’18

• embed 3.5B nodes in 1 hour

• handle 100M nodes
• best candidate in WWW’19
• used in MSFT

NetSMF

NetMF

SketchNE

Graph Representation Learning & Pre-Training

• handle 100M nodes
• 10-400X speedup

ProNE

small

large

simple complex

Paper & code & data at https://keg.cs.tsinghua.edu.cn/yuxiao/


